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Abstract

We investigate the role of search frictions in markets with price competition and how it leads to sorting of heterogeneous agents. There are two aspects of value creation: the match-value when two agents actually trade, and the probability of trading governed by the search technology. We show that positive assortative matching obtains when complementarities in the former outweigh complementarities in the latter. This happens if and only if the match-value function is root-supermodular, i.e., its \( n \)-th root is supermodular, where \( n \) reflects the elasticity of substitution of the search technology. This condition is weaker than the condition required for positive assortative matching in markets with random search.
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1 Introduction

We address the role of search frictions in the classic assignment problem when there is price competition. We are interested in a simple condition for Positive Assortative Matching (PAM) that exposes the different forces inducing high types to trade with other high types. In the neoclassical benchmark (Becker 1973, Rosen 1974) there is full information about prices and types, and markets clear perfectly. Supermodularity of the match-value then induces PAM. At the other extreme, Shimer and Smith (2000) assume that there are random search frictions and agents cannot observe prices and types until after they meet. They derive a set of conditions that ensure PAM, and these jointly imply that the match-value is log-supermodular. In this paper we consider a world with search frictions, yet there is information about prices and types. This circumvents the feature of the random search model that agents necessarily meet many trading partners that they would have rather avoided. Heterogeneous sellers compete in prices for buyers, and we find that sorting is driven by a simple efficiency trade-off between the gains from better match values and the losses due to no trade. The former are captured by complementarities in the match-value, which have to offset complementarities in the search technology as measured by the elasticity of substitution. This economic trade-off establishes that PAM occurs for all type distributions if and only if the match-value is root-supermodular, i.e., its \( n \)-th root is supermodular where \( n \) depends on the elasticity of substitution of the search technology. This condition is weaker than log-supermodularity and has a transparent economic interpretation.

The key ingredients of our model are diversity, market frictions, and price competition. Diversity is the hallmark of economic exchange. People have different preferences over goods and are endowed with diverse talents. Such diverse tastes and endowments lead to different market prices that are driven by the supply and demand of each variety. Spatially differentiated goods like houses, for example, are priced depending on the characteristics of the occupants, location and the dwelling itself. Assets in the stock market are differentiated depending on many characteristics, most notably mean and variance. And in labor markets, salaries vary substantially depending on the experience and skill of the worker and on the productivity and safety of the job. And while centralized price setting (see Rosen 2002, for an overview) adequately captures environments such as the stock market, in many other environments agents trading is decentralized and frictions are non-negligible. In the labor market for example, unemployment is a natural feature, and in the housing market several months delay in finding a buyer are usual.

To captures these features, we consider a decentralized market framework with search frictions, yet with price competition. This framework is known as directed search or competitive search. Sellers have
one unit for sale, buyers want to buy one unit. Think of “locations” or “submarkets” indexed by the quality of the product and the trading price. Sellers of a particular quality choose the location with the price they want to obtain. Buyers observe the sellers at the various locations and decide at which location they would like to trade, i.e., which quality-price combination to seek. At each location there remain search frictions that prevent perfect trade: When the ratio of buyers to sellers at a location is high, then the probability of trade is high for the sellers and low for the buyers. Observe that the location metaphor is used for simplicity but is not crucial (e.g., in Peters (1991, 1997) buyers choose an individual seller with the desired quality-price announcement but sometimes multiple buyers choose the same seller and not all can trade). Prices guide the trading decisions just like in the Walrasian model of Becker (1973) and Rosen (1974), only now the possibility that a person cannot trade remains an equilibrium feature that is taken into account in the price setting. One novelty of our setting relative to the earlier directed search literature is that it is designed to handle rich (continuous) type distributions on both sides of the market.

We identify the economic forces that drive the sorting pattern, and provide a necessary and sufficient condition on the strength of supermodularity that ensures positive assortative matching. The key economic insight is that the creation of value can be decomposed into two sources: the complementarity in the match-value upon trading and the complementarity in the search technology. In the Walrasian framework, only the first source is present. When both are present, they trade off against each other: the first leads towards positive assortative matching, the second leads towards negative assortative matching. If the former outweighs the latter, positive assortative matching obtains. We can summarize the necessary and sufficient condition required for PAM by root-supermodularity of the match-value function, i.e., the $n$-th root of the match-value function is supermodular. The magnitude of $n$ is determined by the upper bound of the elasticity of substitution of the search technology. Similarly, match-values that are nowhere $n$–root-supermodular lead to negative assortative matching, where $n$ now denotes the lower bound of the elasticity of substitution in the search technology.

The economic intuition of this trade-off between frictions and complementarities in match values is transparent in terms of the fundamentals of the economy. In the absence of any complementarities, sorting is not important for the creation of match-value. The key aspect is “trading security”, i.e., to ensure trade and avoid frictions. High-type buyers would like to trade where few other buyers attempt to trade. This allows them to secure trade with high probability, and they are willing to pay for this. While sellers know that they might be idle if they attract few buyers on average, some are willing to do this at a high enough price. The low-type sellers are those who find it optimal to provide this
trading security, as their opportunity cost of not trading is lowest. This results in negative assortative matching: high-type buyers match with low-type sellers. In the directed search literature, Shi (2001) was the first to highlight for a specific search technology that supermodularity is not enough to ensure positive assortative matching. Here, we address in a general context the extent of the complementarities required for positive assortative matching, and we isolate the economic forces that govern such sorting.\(^1\)

How much supermodularity is needed – how fast marginal output changes across different matched types – depends on how fast the probability of matching changes when moving across different types with different buyer-to-seller ratios. The change in the matching probability is captured by the elasticity of substitution of the search technology. The elasticity of substitution measures how many more matches are created as the ratio of buyers to sellers increases. If it is high, then matching rates are very sensitive to the buyer-seller ratio and submarkets with lots of low type sellers make it easy for the high type buyers to trade while submarkets with lots of low type buyers make it easy for the high seller types to trade. The “trading-security” motive is important since the gains from negative sorting are large, and positive sorting only arises if the match-value improves substantially when high types trade with high types rather than low types. If the elasticity of substitution in the search technology is low, then it is difficult to generate additional matches for the high types and even moderate strength of the match-value motive will offset the tendency to seek trading security.

The exact level of supermodularity required for positive sorting can be expressed by requiring a concave transformation of the match-value to be supermodular. In particular, it can be summarized by the (relative) Arrow-Pratt measure of the transform, which has to be as large as the elasticity of substitution of the search technology. The latter is in the unit interval, so the associated transform is the \( n^{th} \) root, where \( n \) depends on the exact magnitude of the elasticity of substitution. The root-supermodularity condition therefore neatly summarizes the trade-off between complementarity in match-value and the elasticity of substitution of the search technology.

For PAM our condition is weaker than log-supermodularity required in random search models such as Shimer and Smith (2000)\(^2\) and Smith (2006). The key difference is that our framework allows agents to seek the quality and price they desire. This leads to a rather simple and straightforward condition for sorting. It requires a lower degree of complementarity in the match-value to overcome the search

\(^1\)We relate our findings to Shi’s (2001) insight in greater detail in section 6.

\(^2\)The models are not immediately comparable partly because random search requires a set based notion of assortative matching, while the frictionless benchmark and our model does not. Note also that the conditions in Shimer and Smith (2000) include log-supermodularity even of first and cross-partial derivatives, but not log-supermodularity. However, coupled with monotonicity as assumed throughout our model, log-supermodularity is implied by their conditions. We discuss the relation to Shimer and Smith (2000) and other work in Section 6.
frictions. Only when the search technology approaches perfect substitutability is log-supermodularity needed. Our condition for positive assortative matching therefore falls in between those for frictionless trade of Becker and random search. Yet, when it comes to negative assortative matching, our results differ substantially. Match-values that are nowhere $n$-root-supermodular induce negative sorting. In particular, this is the case for any weakly submodular match-value function. And if the matching technology never approaches perfect complementarity (this excludes the urn-ball search technology), then there are strictly supermodular match-value functions such that negative sorting arises for any distribution of types. To our knowledge, this is new in the literature on sorting with or without frictions. In comparison, negative assortative matching obtains only under stronger conditions both in the frictionless case (strict submodularity) and with random search (log-submodularity).

Our requirement of root-supermodularity is necessary and sufficient to ensure positive assortative matching if we allow for any distribution of types. It is binding when the buyer-seller ratio in some market induces the highest possible elasticity of substitution of the search technology. For some distributions this is not a binding restriction, and in this case there are match-value functions with less complementarity that nonetheless induce positive assortative matching. In that sense, our condition is one of weak necessity. Likewise, the condition that ensures negative assortative matching for any distribution of types is stringent, requiring for example the absence of any complementarities for the case of urn-ball matching. Again, we show that for many search technologies (such as urn-ball) there exist particular distributions for which weaker requirements suffice.

Our results hold for very general search technologies and match-values. Yet, it turns out that a large class of widely used search technologies has a common condition, that of square-root-supermodularity. This is the case for any search technology that has bounds on its derivatives at zero and some curvature restriction, for example the urn-ball search technology. In this class, the value of the elasticity at zero is always one half. The CES search technology satisfies the Inada conditions and therefore does not have bounded derivatives. Because in the latter the elasticity of substitution is constant, it separates the range of positive and negative sorting exactly.

Finally, we establish existence of a sorting equilibrium and show efficiency, i.e., the planner’s solution can be decentralized. While the efficiency properties of directed search models are well-known (see e.g. Moen (1997), Acemoglu and Shimer (1999b), and Shi (2001)) we discuss in particular the connection of our condition to the well-known Hosios condition. Hosios’ (1990) original contribution considers identical buyer and seller types, and relates the first derivative of the aggregate search technology to the match-value. In our setting this holds for each submarket. With heterogeneity, agents
have a choice which submarket to join. Our root-supermodularity condition ensures efficient sorting across submarkets by relating the elasticity of substitution of the aggregate search technology to the complementarities in the match-value.

In the discussion section, we relate our model to existing results in the search literature. We discuss directed and random search, and the relationship of our model to the large literature on the foundations of competitive equilibria as limits of matching games with vanishing frictions. We consider a convergent sequence of search technologies in our static economy such that in the limit the short side of the market gets matched with certainty. To our knowledge, considering vanishing frictions as the limit of a sequence of static search technologies is new in this literature on foundations for competitive equilibrium. In the conclusions we also highlight that our results do not only apply to search markets, but also shed some initial light on sorting in many-to-many matching markets.

2 The Model

We cast our model in the context of a generic trading environment between buyers and sellers, as is often done in the directed search literature. This environment includes the labor market and many other markets with two-sided heterogeneity and search frictions. Our set-up is chosen to be as general as possible and to encompass a broad class of different search technologies.

Players. There is a mass of heterogeneous sellers who are indexed by a type $y \in \mathcal{Y}$ that is observable. Let $S(y)$ denote the measure of sellers with types weakly below $y \in \mathcal{Y}$. We assume $\mathcal{Y} = [\underline{y}, \bar{y}] \subset \mathbb{R}_+$, and $S(\bar{y})$ denotes the overall measure of sellers. Each seller has one good for sale. On the other side of the market there is a unit mass of buyers. Buyers differ in their valuation for the good, which is private information. Each buyer draws his type $x$ i.i.d. from distribution $B(x)$ on $\mathcal{X} = [\underline{x}, \bar{x}] \subset \mathbb{R}_+$. $S$ and $B$ are $C^2$ and with strictly positive derivatives $s$ and $b$, respectively. It is convenient to think of a continuum of agents of each type, and of $b(x)$ and $s(y)$ as the densities of $x$ and $y$ types.

Preferences. The value of a good consumed by buyer $x$ and bought from seller $y$ is given by $f(x, y)$, where $f$ is a strictly positive function $f : \mathbb{R}_+^2 \to \mathbb{R}_+$. Conditional on consuming and paying a price $p$, the utility of the buyer is $f(x, y) - p$ and that of the seller is $p$. That is, agents have quasi-linear utilities. We discuss broader preferences for the seller in the conclusion. We assume that $f$ is twice continuously differentiable in $(x, y)$. We consider indices $x$ and $y$ that are ordered such that they increase the utility of the buyer: $f_x > 0$, $f_y > 0$. The utility of an agent who does not consume is normalized to zero. Clearly, no trade takes place at prices below 0 and above $f(\bar{x}, \bar{y})$, and we define the set of feasible prices.
as $\mathcal{P} = [0, f(\pi, y)]$. All agents maximize expected utility.

Search Technology. The model is static.\(^3\) There are search frictions in the sense that with positive probability, a buyer does not get to match with the seller he has chosen. The extent of the frictions depends on the competition for the goods. We capture this idea of competition by considering the ratio of buyers to sellers, denoted by $\lambda \in [0, \infty]$, and refer to it as the expected queue length. This ratio varies in general with the quality of the good offered and the price posted. When a seller faces a ratio of $\lambda$, then he meets (and trades with) a buyer with probability $m(\lambda)$. The idea that relatively more buyers make it easier to sell is captured by assuming that $m : [0, \infty] \rightarrow [0, 1]$ is a strictly increasing function. Analogously, buyers who want to trade at a price-quality combination that attracts a ratio $\lambda$ of buyers to sellers can buy with probability $q(\lambda)$, where $q : [0, \infty] \rightarrow [0, 1]$ is a strictly decreasing function: when there are relatively more buyers, it becomes harder to trade. Trading in pairs requires that $q(\lambda) = m(\lambda)/\lambda$. We additionally impose the standard assumption that $m$ is twice continuously differentiable, strictly concave, and has a strictly decreasing elasticity.

Examples of Search Technologies. There are many ways to interpret and provide a micro foundation for the search technology. The most common one arises when buyers directly choose a seller but use an anonymous strategy in their selection. That means that once they decide on the quality-price combination, they choose one of the sellers with these characteristics at random. In a large market with many buyers and sellers, the probability that a seller has at least one buyer and can trade is approximately $m_1(\lambda) = 1 - e^{-\lambda}$. This search technology was first proposed by Butters (1977) (see also Peters (1991), Shi (2001), Shimer (2005)). Variations of this specification arise naturally, e.g., when a fraction $1 - \beta$ of the buyers gets lost on the way to the sellers, we have $m_2(\lambda) = 1 - e^{-\beta\lambda}$. Alternatively, if at each price-quality combination agents form pairs randomly, but trade only occurs when a seller is paired with a buyer (in the spirit of Kiyotaki and Wright (1993)) the matching probability is $m_3(\lambda) = \lambda/(1 + \lambda)$.

Extensive Form and Trading Decisions. The extensive form of the market interaction has two stages. In stage one, all sellers simultaneously post a price $p$ at which they are willing to sell the good. In stage two, after observing the sellers’ qualities and their posted prices $(y, p)$, buyers simultaneously decide where to attempt to buy, i.e., each buyer chooses the quality-price combination $(y, p)$ that she seeks. A buyer for whom all the prices $p$ are too high can always choose the option of no trade, denoted by $\emptyset$.\(^4\) A buyer who gets matched consumes the good and pays the posted price. Whether or not a buyer

\(^3\)We discuss our findings for steady-states of a repeated model in the conclusion. See also our working paper version.

\(^4\)To make the choice of no trade consistent with the rest of our notation, let $\emptyset = (\emptyset_y, \emptyset_p)$ where $\emptyset_y < y$ denotes a
gets matched with a seller is determined by the search technology. This two-stage extensive form is in the spirit of, e.g., Peters (1991, 2000) and Acemoglu and Shimer (1999a,b). We denote by $G(y,p)$ and $H(x,y,p)$ the distribution of trading decisions of sellers and buyers, i.e., $G(y,p)$ is the measure of sellers that offer a quality-price combination below $(y,p)$, and $H(x,y,p)$ is the measure of buyers with types below $x$ who attempt to buy a quality-price combination that is below $(y,p)$.

For many subsequent discussions the marginals of these distributions are important, which we denote with subscripts. For example, $H_X$ is the buyers’ marginal distribution across their types, and $H_{YP}$ is the buyers’ marginal distribution over seller types and prices. We impose the following two requirements. First, we require $G_Y = S$ and $H_X = B$, i.e., the measure of traders coincides with the distribution in the population. Second, we require $H_{YP}$ to be absolutely continuous with respect to $G$, which means that if there are no sellers who have chosen prices in some set, then no buyers will try to buy from that set. This will enables us to use the Radon-Nikodym derivative below.

**Equilibrium.** Our equilibrium concept follows the literature on large games (see e.g., Mas-Colell 1984) where the payoff of each individual is determined only by his own decision and by the distribution of trading decisions $G$ and $H$ in the economy, which in turn have to arise from the optimal decisions of the individual traders.\(^\text{5}\) To define the expected payoffs for each agent given $G$ and $H$, let the function $\Lambda_{GH} : \mathcal{Y} \times \mathcal{P} \to [0, \infty]$ denote the expected queue length at each quality-price combination. Along the support of the sellers’ trading distribution $G$ it is given by the Radon-Nikodym derivative $\Lambda_{GH} = dH_{YP}/dG$.\(^\text{6}\) Along the support of $G$ we can define the expected payoff of sellers as

$$\pi(y,p,G,H) = m(\Lambda_{GH}(y,p))p$$

and of buyers as

$$u(x,y,p,G,H) = q(\Lambda_{GH}(y,p)) [f(x,y) - p].$$

So far the payoffs are only determined on the path of play, since the buyer-seller ratio $\Lambda_{GH}$ is only well defined there. We extend the payoff functions by extending the queue length function $\Lambda_{GH}$ to all of $\mathcal{Y} \times \mathcal{P}$. A seller who contemplates a deviation and offers a price different from all other sellers, i.e., non-existent quality and $\emptyset p < 0$ denotes a non-existent price, and the trading probability at $\emptyset$ is zero.

\(^\text{5}\)We are grateful to Michael Peters for pointing this approach out to us, which brings the competitive search model in line with the standard game theoretic approach to large markets.

\(^\text{6}\)On the support of $G$ the Radon-Nikodym derivative is well-defined, up to a zero measure set: any two derivatives coincide almost everywhere. To achieve everywhere well-defined payoffs in (1) and (2), assume some rule that selects a unique $\Lambda_{GH}$ on $\text{supp}G$ for each $(G,H)$. For our existence proof we require the selection to be continuous and differentiable wherever possible on $\text{supp}G$, as this will select the derivative that we construct.
\((y, p) \notin \text{supp} G\) has to form a belief about the queue length that he will attract. We follow the literature (e.g. McAfee (1993), Acemoglu and Shimer (1999b), Shimer (2005)) by imposing restrictions on beliefs in the spirit of subgame perfection: the seller expects a queue length \(\Lambda_{GH}(y, p)\) larger than zero only if there is a buyer type \(x \in X\) that is willing to trade with him. Moreover, he expects the highest queue length for which he can find such a buyer type, which means that he expects buyers to queue up for the job until it is no longer profitable for them to do so. Formally, that means that

\[
\Lambda_{GH}(y, p) = \sup \left\{ \lambda \in \mathbb{R}_+ : \exists x ; q(\lambda) \left[ f(x, y) - P \right] \geq \max_{(y', p') \in \text{supp} G} u(x, y', P', G, H) \right\}
\]  

if that set is non-empty, and \(\Lambda_{GH}(y, p) = 0\) otherwise. This extension defines the queue length and thus the matching frictions and payoffs on the entire domain.\(^7\) Here the queue length function \(\Lambda_{GH}\) acts similar to Rosen’s (1974) hedonic price schedule in the sense that individuals take this function as given, and an equilibrium simply states that all trading decisions according to \(G\) and \(H\) are indeed optimal given the implied queue length.

**Definition 1** An equilibrium is a pair of trading distributions \((G, H)\) such that:

(i) Seller Optimality: \((y, p) \in \text{supp} G\) only if \(p\) maximizes (1) for \(y\);

(ii) Buyer Optimality: \((x, y, p) \in \text{supp} H\) only if \((y, p)\) maximizes (2) for \(x\).

**Assortative Matching.** Our main focus is on the sorting of buyers across sellers. In ex ante terms, an allocation is not one-to-one since the ratio of buyers to sellers is in general different from one. Therefore, we define sorting in terms of the distribution of visiting decisions of buyers \(H\). Consider active buyer types \(x\) who choose to be in the market rather than taking their outside option \(((x, \emptyset) \notin \text{supp} H)\). We say that \(H\) entails assortative matching if there exists a strictly monotone function \(\nu\) that maps these buyer types into \(Y\) such that \(H_{XY}(x, \nu(x)) = B(x)\) for all active buyer types. This means that \(\nu(x)\) is the seller type with which buyer type \(x\) would like to trade. We say that matching is positive assortative if \(\nu\) is strictly increasing, and negative assortative if it is strictly decreasing. Since \(\nu\) is strictly monotone, it is uniquely characterized by its inverse \(\mu \equiv \nu^{-1}\), where \(\mu(y)\) denotes the buyer type that visits seller \(y\). Throughout we will consider this inverse and call it the assignment.

\(^7\)For particular micro foundations of the matching function in an economy with one sided heterogeneity, Peters (1991, 1997, 2000) shows that this specification of the matching frictions in (3) arises out of equilibrium after a deviation by an individual seller.
3 The Main Results

In equilibrium an individual seller of type \( y \) takes the trading distributions \( G \) and \( H \) as given, and according to part (i) of the equilibrium definition his pricing decision solves: \( \max_p m(\Lambda_{GH}(y,p))p \). This seller can set a price that does not attract any buyers \( (\Lambda_{GH}(y,p) = 0) \). Or he can set a price that attracts buyers \( (\Lambda_{GH}(y,p) > 0) \) and we can substitute (3), which holds by assumption outside the support of \( G \) and by equilibrium condition (ii) also on the support of \( G \), and the seller’s problem therefore can be written as

\[
\max_{\lambda,p} \left\{ m(\lambda)p : \lambda = \sup \{ \lambda' : \exists x; q(\lambda') [f(x,y) - p] \geq U(x,G,H) \} \right\},
\]

where we introduced \( U(x,G,H) \equiv \max_{(y',p') \in \text{supp}G} u(x,y',p',G,H) \) to denote the highest utility that a buyer of type \( x \) can obtain. By equilibrium condition (ii), \( U(x,G,H) \) is continuous. Therefore, for sellers that trade with positive probability this problem is equivalent to

\[
\max_{x,\lambda,p} \left\{ m(\lambda)p : q(\lambda) [f(x,y) - p] = U(x,G,H) \right\}.
\]

(4)

This maximization problem has a natural interpretation that is common to much of the literature on competing mechanism design. It states that a seller can choose prices and trading probabilities as well as the buyer type that he wants to attract, as long as the utility for this buyer is as large as the utility that he can get by trading with other sellers. Note also that \( (x,y,p) \) cannot be in the support of the buyers’ equilibrium trading strategy \( H \) if there does not exist a \( \lambda \) such that \( (x,\lambda,p) \) solves (4) for \( y \), since the price and associated queue length offered by \( y \) will not allow buyer \( x \) to obtain his expected equilibrium utility \( U(x,G,H) \). In what follows and to simplify notation we suppress the dependence of the variables on \( G \) and \( H \) when there is no danger of confusion.

We will now derive a necessary condition for assortative matching. For expositional purposes we will focus on a particular class of equilibria in this derivation that fulfill a number of differentiability conditions. Consider a candidate equilibrium \( (G,H) \) that is assortative, i.e., it permits a strictly monotone assignment \( \mu(y) \), and has unique price \( p(y) \) offered by seller type \( y \), with both \( \mu(y) \) and \( p(y) \) differentiable.\(^8\) The focus on differentiable equilibrium is just for convenience of exposition in the main body. The formal proofs do not assume differentiability a priori.

\(^8\)We require this only for those types that trade with positive probability. A unique price \( p(y) \) means that \( (y,p(y)) \in \text{supp}G \) and \( (y,p') \not\in \text{supp}G \) for any other \( p' \neq p(y) \). Finally, we note that \( \mu(y) \) and \( p(y) \) are differentiable only if \( U(x,G,H) \) is twice differentiable in \( x \) and \( \Lambda(y,p(y)) \) is totally differentiable in \( y \), as shown in (10) and (11) below.
For any seller $y$ who trades at an interior queue length we can use the constraint to substitute out the price in (4). Since $m(\lambda) = \lambda q(\lambda)$, this yields

$$\max_{x,\lambda} m(\lambda)f(x, y) - \lambda U(x).$$

(5)

Along the equilibrium path seller $y$’s assigned buyer type $\mu$ (i.e. $\mu(y)$) and his queue length $\Lambda$ (i.e. $\Lambda(y, p(y))$) solve this program and are characterized by its first order conditions

$$m'(\Lambda)f(\mu, y) - U'(\mu) = 0$$

(6)

$$m(\Lambda)f_x(\mu, y) - \Lambda U''(\mu) = 0.$$  

(7)

The first order conditions only characterize an optimal choice if the second order condition is satisfied. To verify the second order condition we derive the Hessian along the equilibrium path:

$$\begin{pmatrix}
    m''(\Lambda)f(\mu, y) & m'(\Lambda)f_x(\mu, y) - U'(\mu) \\
    m'(\Lambda)f_x(\mu, y) - U''(\mu) & m(\Lambda)f_{xx}(\mu, y) - \Lambda U''(\mu)
\end{pmatrix}.$$  

(8)

The term $m''(\Lambda)f(\mu, y)$ is strictly negative, and the point $(\Lambda, \mu)$ is a local maximum only if the determinant of the Hessian is positive:

$$m''(\Lambda)f(\mu, y)(m(\Lambda)f_{xx}(\mu, y) - \Lambda U''(\mu)) - (m'(\Lambda) - m(\Lambda)/\Lambda)^2 f_x(\mu, y)^2 \geq 0,$$

(9)

where in the last term of this inequality we have substituted $U'$ from (7). Totally differentiating (7) with respect to $y$ and using (7) yields an expression for $U''(\mu)$:

$$U''(\mu) = \frac{m(\Lambda)}{\Lambda} f_{xx}(\mu, y) + \frac{1}{\Lambda \mu^2} \left( (m'(\Lambda) - m(\Lambda)/\Lambda) f_x(\mu, y) \frac{d\Lambda}{dy} + m(\Lambda)f_{xy}(\mu, y) \right).$$

(10)

Totally differentiating (6) with respect to $y$ and substituting (7) yields an expression for the change $d\Lambda/dy$ of the queue length along the equilibrium path:

$$\frac{d\Lambda}{dy} = -\frac{1}{m''(\Lambda)f(\mu, y)} \left[ (m'(\Lambda) - m(\Lambda)/\Lambda) f_x(\mu, y) \mu' + m'(\Lambda)f_y(\mu, y) \right].$$

(11)

Substituting (10) and (11) into (9) allows us to cancel terms, and after rearranging and multiplying by
\[ \mu'(y)^2 \text{ we are left with} \]
\[ \mu'(y) \left[ f_{xy}(\mu, y) - \frac{m'(\Lambda)(\Delta m'(\Lambda) - m(\Lambda))}{\Delta m''(\Lambda)m(\Lambda)} \frac{f_x(\mu, y)f_y(\mu, y)}{f(\mu, y)} \right] \geq 0. \]  

(12)

To satisfy the second-order condition, both terms in (12) must have identical signs. Under PAM \((\mu' > 0)\) the term in square brackets has to be positive. Under NAM \((\mu' < 0)\) it has to be negative. Defining \(a(\lambda)\) as
\[ a(\lambda) \equiv \frac{m'(\lambda)(m'(\lambda)\lambda - m(\lambda))}{\lambda m(\lambda)m''(\lambda)}, \]

(13)

the following Lemma follows immediately.

**Lemma 1** In any differentiable equilibrium that satisfies positive assortative matching,
\[ \frac{f_{xy}(\mu, y)f(\mu, y)}{f_y(\mu, y)f_x(\mu, y)} \geq a(\Lambda) \]  

(14)

has to hold along the equilibrium path, with the opposite sign in any differentiable equilibrium with negative assortative matching.

This condition is stronger than standard supermodularity, because our assumptions on the search technology imply that \(a(\lambda) \in [0, 1] \) for all \(\lambda\).\(^9\) A related but different condition has been reported in Shi (2001) for a specific directed search model. His condition arises as a special case of (14), as we discuss in more detail in Section 6. The benefit of expression (14) is that it provides a clear economic interpretation of the trade-offs for sorting in markets in which both search frictions and complementarities in values are present.

The economic insight of Lemma 1 becomes transparent when we interpret condition (14) in terms of the aggregate search technology \(M\). This aggregate search technology is defined as the total number of matches that arise when \(\beta\) buyers are in a market with \(\sigma\) sellers, i.e., \(M(\beta, \sigma) = \sigma m(\beta/\sigma)\). Substituting for \(M\) in (14) delivers the condition
\[ \frac{M_b(\Lambda, 1)M_s(\Lambda, 1)}{M_{bs}(\Lambda, 1)M(\Lambda, 1)} \cdot \frac{f_y(\mu, y)f_x(\mu, y)}{f_{xy}(\mu, y)f(\mu, y)} \leq 1. \]  

(15)

The left hand side of this condition can be separated into two components that measure the degree of

\(^9\)One can rewrite (13) as \(a(\lambda) = m'(\lambda)q'(\lambda)/(m''(\lambda)q(\lambda))\), and our assumptions on the search technology immediately yield \(a(\lambda) > 0\) for all \(\lambda \in (0, \infty)\). Further, some straightforward algebra shows that a strictly decreasing elasticity of \(m\) implies that \(a(\lambda) < 1\) for all \(\lambda \in (0, \infty)\). More details are presented in the published working paper version. All results in this paper would obtain even without the standard assumption that the elasticity of \(m\) is decreasing, only that the right hand side of condition (14) might be larger than 1, which requires stronger supermodularity conditions.
complementarity (substitutability). It is the product of the elasticity of substitution of the aggregate search technology $M$ denoted by $ES_M$ and, when $f$ is constant returns, the elasticity of substitution of the match-value function $f$ denoted by $ES_f$ (see Hicks (1932)).\footnote{We are grateful to John Kennan for pointing out to us that $a(\lambda)$ is equal to the elasticity of substitution of the aggregate search technology $ES_M$.} The condition highlights the nature of the trade-off between match-value and trading security. In order to obtain PAM, the inverse of the elasticity of substitution of the surplus function $ES_f$ must exceed the elasticity of substitution of the search technology $ES_M$: $ES_f^{-1} \geq ES_M$.

If different markets are very substitutable (high $ES_M$), then $x$ and $y$ have to be strong complements (high $f_{xy}$ and therefore low $ES_f$). The latter corresponds to the gain in match-value due to complementarity and reflects the marginal increase in output from increasing both types. That degree of complementarity must offset the opportunity cost induced by not trading, i.e., the trading security aspect mentioned in the introduction. It consists of the marginal loss of value from increasing the ratio of buyers to sellers. Only when the match-value motive outweighs the costs induced by the trading security motive does positive assortative matching arise. For aggregate search technologies with a constant elasticity of substitution, the right-hand side of (14) is constant and determines the degree of supermodularity required of $f$. In general, the supremum and infimum of that elasticity become of importance. Let $\bar{\sigma} = \sup a(\lambda); \underline{a} = \inf a(\lambda)$. Both lie in $[0,1]$. We will discuss some specific search technologies in depth in the next section, after presenting the main results on sorting.

To state our main result, we first introduce a notion of the degree of supermodularity. Clearly, for condition (14) to hold it does not suffice that function $f$ is simply supermodular. For any two buyer and seller types $x_2 > x_1$ and $y_2 > y_1$, supermodularity means that the total value when the high types trade and when the low types trade is higher than when there is cross-trade (low with high and vice-versa): $f(x_2, y_2) + f(x_1, y_1) \geq f(x_2, y_1) + f(x_1, y_2)$. This also means that the extreme values (very high $f$ and very low $f$) on the left side of the inequality are jointly higher than the intermediate values on the right. The equivalent condition when $f(x, y)$ is differentiable is that the cross-partial is positive: $f_{xy}(x, y) > 0$. Such a condition only includes the gains if agents trade, but in our setting we also need to consider the losses if agents do not trade. These losses especially affect the high types and gives them extra incentives to insure trade by attracting (many) low types. We therefore need a stronger condition for positive sorting, and the idea that assortative matching becomes harder can be captured by strengthening the supermodularity condition as follows. Let $g$ be a concave function and require that $g \circ f$ is supermodular, i.e., $g \circ f(x_2, y_2) + g \circ f(x_1, y_1) \geq g \circ f(x_2, y_1) + g \circ f(x_1, y_2)$. Concavity affects
extreme values on the left of the inequality more than intermediate values on the right, which makes this condition of assortative matching more difficult to fulfill. This is easiest to see in the differential version of this inequality: \( \frac{\partial^2 g(f(x,y))}{\partial x \partial y} \geq 0 \), or equivalently

\[
\frac{f_{xy}(x,y)f(x,y)}{f_x(x,y)f_y(x,y)} \geq -\frac{g''(f(x,y))f(x,y)}{g'(f(x,y))}.
\]

Exactly how much more difficult it is to sustain this inequality is captured by the (relative) Arrow-Pratt measure of the transform \( g \) on the right hand side of (16). For example, this measure is zero if \( g \) is a linear transformation, and it is 1 if it is a log-transformation. Compare this inequality with (14). By virtue of the sup (or inf) of \( a \), the right hand side of (14) is a constant in the unit interval. A constant right hand side of (16) with similar magnitude is exactly induced by the transformation \( g(f) = \sqrt[n]{f} \).

We say that function \( f \) is \( n \)-root-supermodular with coefficient \( n \in (1, \infty) \) if \( \sqrt[n]{f} \) is supermodular. By (16), this requires that the cross-partial derivative of \( f \) is sufficiently large, i.e.,

\[
\frac{f_{xy}(x,y)f(x,y)}{f_x(x,y)f_y(x,y)} \geq 1 - n^{-1}.
\]

This captures standard supermodularity when \( n = 1 \) and approaches log-supermodularity as \( n \to \infty \).

We can now state the main result:

**Theorem 1**  For any type distributions \( B \) and \( S \) any equilibrium is

(i) positive assorted if and only if function \( f \) is \( n \)-root-supermodular, where \( n = (1 - \bar{a})^{-1} \)

(ii) negative assorted if and only if function \( f \) is nowhere \( n \)-root-supermodular, where \( n = (1 - \bar{a})^{-1} \).

**Proof.** See Appendix. ■

The proof focuses on positive assortative matching and consists of two parts. First, we show that (strict) \( n \)-root-supermodularity implies positive assortative matching. Since we want to rule out other equilibria that might be non-assortative, we cannot work with a monotone differentiable assignment \( \mu \), and therefore deploy a different proof technique than in the derivation of condition (14). Second, we show that positive assortative matching for all type distributions implies that \( f \) has to be (weakly) \( n \)-root-supermodular. Here the proof works by contradiction: If \( f \) is not \( n \)-root-supermodular at some point \((x,y)\) in the domain, then we can construct a type distribution such that types in the neighborhood of \((x,y)\) trade at a queue length \( \lambda \) with \( a(\lambda) \) close enough to \( \bar{a} \), and therefore larger than the degree of root-supermodularity of \( f \). This directly contradicts the condition for PAM in Lemma 1 for differentiable equilibria, and a similar contradiction can be derived for non-differential equilibria. Key here is that the result holds for all distributions. For a particular type distribution, PAM may arise
with less complementarities, because the value of \( \pi \) might not be attained in equilibrium. The proofs in the case of negative assortative matching are completely analogous and are omitted for brevity.

The theorem establishes a dividing range between positive and negative sorting. This dividing range collapses to a line when \( a = \pi \) (see also Section 4 where we discuss constant elasticity of substitution matching technologies). Such a sharp cut-off is also a feature of Becker’s (1973) frictionless theory, but our cut-off is shifted towards larger complementarities. In our environment the fact that low types are valuable because they can help facilitate trade for the high types has the novel implication that under \( a > 0 \), for all type distributions NAM obtains even if \( f \) is strictly supermodular as long as it is nowhere \( n \)-root-supermodular \( (n = (1 - \bar{a})^{-1}) \). On the other hand, if \( a < \pi \) then the areas of positive and negative sorting are not as sharply divided. This is the case specifically for those search technologies such as urn-ball technology that have \( a = 0 \). Still, any \( f \) that is weakly submodular \( (f_{xy} \leq 0) \) induces NAM.\(^{11}\)

The conditions in Theorem 1 are particularly strong in order to ensure sorting under any possible type distribution. This gives us useful bounds, but these bounds might not be necessary for given type distributions. If the elasticity of substitution is not constant, it may be the case that neither the supremum \( \bar{a} \) nor the infimum \( \underline{a} \) are reached on the equilibrium path. This explains the weaker notion in an example in Shi (2001) who considers the urn-ball search technology and a given seller type distribution. His example 5.2 has negative sorting despite \( f_{xy} > 0 \) and \( a = 0 \). We formalize this in the next Proposition.

**Proposition 1** Consider a search technology such that \( a(\cdot) \) is not constant:

(i) There exist distributions \( B \) and \( S \) and functions \( f \) that are nowhere \( n \)-root-supermodular \( (n = (1 - \bar{a})^{-1}) \) such that any equilibrium exhibits positive assortative matching.

(ii) There exist distributions \( B \) and \( S \) and strictly \( n \)-root-supermodular \( (n = (1 - \bar{a})^{-1}) \) functions \( f \) such that any equilibrium exhibits negative assortative matching.

**Proof.** See Appendix. ■

Finally, we establish existence of a (differentiable) equilibrium. Existence in our setup is more complicated than in frictionless matching models because we cannot employ the standard measure-\(^{11}\)In general negative assortative matching has to arise under the strict inequality \( f_{xy} < a f_x f_x f^{-1} \). The case of \( a = 0 \) is special because negative assortative matching is ensured even when \( f_{xy} = 0 \), since in this case our assumptions on the search technology still imply \( a(\lambda) > 0 \) whenever \( \lambda \in (0, \infty) \). Therefore, for all types that trade with positive probability \( (\lambda \neq 0, \infty) \) the elasticity is strictly positive and the proof technique immediately extends to this case.
consistency condition. In our setup, it is possible that more agents from one side attempt to trade with
the other, and this imbalance is absorbed through different trading probabilities. The system retains
tractability when we impose the sufficient conditions for assortative matching (either PAM or NAM),
in which case we can exploit differential equation (11) to construct the equilibrium path along the first
order condition, and use the sufficient conditions to show that deviations are not profitable.

Proposition 2  If the function $f$ satisfies $n-root-supermodularity$ for $n = (1-a)^{-1}$ (or nowhere $n-root-
supermodularity$ for $n = (1-a)^{-1}$), then for any type distributions $B$ and $S$ there exists a differentiable
equilibrium.

Proof. See Appendix.

4 Characterization

In this section we discuss the characterization of the equilibrium. We consider two particular classes of
commonly used search technologies that allow particularly sharp bounds on the degree of supermodu-
larity, those that are bounded and imply square-root-supermodularity and those that have a constant
elasticity of substitution. We then investigate the properties of the equilibrium price schedule.

4.1 Common Search Technologies

Square-Root-Supermodularity is the property that applies to a large class of search technologies,
including those that are built on micro-foundations, such as the example search technologies $m_1$, $m_2$ and
$m_3$ outlined above. The class is characterized by technologies with local bounds on the derivatives and
enough curvature. To lay this out formally, it will be convenient to consider the matching probability
$q(\lambda)$ of the buyers, which is linked to the matching probability of the sellers via $m(\lambda) = \lambda q(\lambda)$.

Proposition 3  (Square-Root-Supermodularity) Let $|q'(0)| > 0$ and $|q''(0)| < \infty$, and let $1/q$ be convex.
For any type distributions $B$ and $S$ any equilibrium exhibits PAM if and only if $f(x, y)$ is square-root-
supermodular.

12In frictionless one-to-one matching models with a continuum of agents existence can be proven by considering
the efficient allocation, which can be characterized by a linear program that has existence proofs since Kantorovich (1942). The
efficient allocation in our setting resembles Kantorovich’s optimal transportation problem, with the one major difference
that it is not a linear program since the buyer-seller-ratio enters the objective (see (18)). Interpretation of a submarket
as a coalition of many buyers and sellers in the spirit of the many-to-many matching literature still does not allow us
to adopt existence proofs from this literature, since the proofs we are aware of rely on finite coalitions of bounded size,
whereas in our setting submarket with uncountably many buyer and seller arise.
Proof. See Appendix.

Understanding what drives the sorting pattern is motivated by the relation between the complementarities in match-value and the elasticity of substitution of the search technology. It is then somewhat striking that in such a large class of search technologies – arguably the most relevant ones – all depend exactly on that same condition, square-root supermodularity. The explanation for this is entirely driven by the value of the elasticity of substitution at zero. The bounds on the derivatives imply that it is necessarily pinned down at one half, which turns out to be a general property of homothetic functions as can be seen in the proof. This makes square-root-supermodularity necessary. The curvature restriction is equivalent to the requirement that the elasticity of substitution does not exceed one half at some point other than zero, and therefore square-root-supermodularity is sufficient.

Constant Elasticity of Substitution (CES) matching technologies are often assumed for their simplicity. Since the elasticity of substitution is invariant, they can be represented by \( m(\lambda) = (1 + k\lambda^{-r})^{-1/r} \) where \( r > 0 \) and \( k > 1 \). The associated aggregate CES search technology for a given number of buyers and sellers \( \beta \) and \( \sigma \) is defined as (see amongst others Menzio (2007)):

\[
M(\beta, \sigma) = (\beta^r + k\sigma^r)^{-1/r}\beta\sigma.
\]

The elasticity of substitution is given by \( ES = (1 + r)^{-1} \). The CES matching technologies do not fall into the previous category because either the bounds at zero are violated or the curvature restriction does not hold. The exception is the knife-edge case with \( r = 1 \) that corresponds to (a variation of) the matching technology \( m_3 = \lambda/(\lambda + k) \) that is CES.

The CES search technology nonetheless gives very sharp predictions on the necessary and sufficient conditions for Positive and Negative Assortative Matching: PAM arises when \( f(x, y) \) is \( n \)-root-supermodular and NAM arises when \( f(x, y) \) is nowhere \( n \)-root-supermodular, where \( n = (1 + r)/r \) is the same in both cases. It is important to stress here that \( n \)-root-supermodularity is a necessary condition for positive assortative matching even if we consider only a particular type distribution. This is stronger than our Theorem 1, and arises exactly because the elasticity is constant and we do not have to worry whether the supremum is actually realized on the path of play. Moreover, since Theorem 1 ensures NAM for any given distribution, it also provides direct evidence that NAM will arise for any type distributions even if the match-value function is (moderately) supermodular since the elasticity of substitution is bounded away from zero. The class of CES search technologies spans the entire range of
Corollary 1 Let the search technology be CES with elasticity ES. Then a necessary and sufficient condition for PAM is:

(i) Supermodularity if \( ES \approx 0 \) (Leontief);
(ii) Square-Root-Supermodularity if \( ES = \frac{1}{2} \) (m3);
(iii) Log-Supermodularity if \( ES \approx 1 \) (Cobb-Douglas).

4.2 The Equilibrium Price Schedule

Our results are cast in terms of the monotonicity of the allocation, offering sharp predictions on assortative matching. In contrast, equilibrium does not provide equally general predictions in terms of the monotonicity of the price schedule. Equilibrium prices can be both increasing and decreasing in type because agents are compensated through both prices and trading probabilities. This is not the case in the frictionless model of Becker (1973). There, \( p'(y) = f_y > 0 \), i.e., the slope of the price schedule is equal to the marginal product of being matched with a better seller. For our setting we derive the equilibrium price schedule in the appendix. It satisfies

\[
p'(y) = f_y + a[(1 - \eta_m)f_x \mu' - \eta_m f_y],
\]

where \( \eta_m = \lambda m'/m \) is the elasticity of \( m \), \( a \) is the elasticity of substitution, and \( \mu' \) is the change of trading partner along a differentiable equilibrium. This price schedule decentralizes the efficient allocation (Proposition 4 below). It reflects the marginal benefit conditional on matching, but additionally reflects the marginal benefit from the change in the probability of a match. In this world with trading frictions, sellers can be rewarded through higher prices or better trading probabilities. Higher seller types obviously have to make higher equilibrium profits, yet this increase may be due more to the second source than to the first and equilibrium prices can actually be declining. For this to happen the trading probabilities have to rise substantially, though, which is only possible under negative assortative matching.

Inspection of equation (17) immediately reveals that under PAM (with \( \mu' > 0 \)) the price schedule is increasing in firm type. The effect introduced by the search frictions can never be so strong that prices actually decrease: both \( a \) and \( \eta_m \) are in \([0, 1]\), and as a result the aggregate sign on the \( f_y \) term as determined by \((1 - a\eta_m)\) is positive. This is not necessarily true under NAM where \( \mu' < 0 \). Prices
can then be decreasing, e.g., consider some fixed type distributions and $f_y$ sufficiently small. Then sellers must make nearly identical profits. If buyer types remain important ($f_x >> 0$), high buyer types obtain substantially higher equilibrium utility than low buyer types. Therefore, in equilibrium low seller types leave high utility to their (high types) customers, and obtain low queue length since $d\Lambda/dy$ in equation (11) is positive under NAM. To make nearly equal profits according to (4) the low seller types have to charge a higher price in equilibrium. Since the price change (17) does not depend directly on the cross-partial, particularly simple examples of this phenomenon can be constructed with a-modular match-values ($f_{xy} = 0$).

Finally, it is instructive to consider the price function in a symmetric world. Suppose there is symmetry between buyers and sellers in the match-value function $f(x, y)$ and in the aggregate search technology $M(\beta, \sigma)$, and the type distributions are identical for buyers and sellers. Then it is straightforward to show that under root-supermodularity and therefore PAM a “symmetric” equilibrium exists with $\mu(y) = x$ and a constant queue length $\lambda = 1$ along the equilibrium path. Since symmetry of $M$ implies that $\eta_m = 1/2$, the pricing function reduces exactly to the marginal value of Becker (1973), i.e., $p^* = f_y$. This highlights the fact that the effect on prices due to search frictions is only prevalent in the presence of asymmetries. In a positively assorted equilibrium, under symmetry the effects of frictions exactly cancel out.

5 Efficiency of the Decentralized Allocation

Consider a planner who chooses trading distributions $(G, H)$ to maximize the surplus in the economy, subject to the same search technology. The planner maximizes

$$\max_{G,H} \int q(\Lambda_{GH}(y, p)) f(x, y) dH$$

s.t. $G_Y = S$ ; $H_X = B$ ; $\Lambda_{GH} = dHyp/dG$,  \hspace{1cm} \text{(18)} \hspace{1cm} \text{(19)}$

where the constraints correspond to the restrictions in the decentralized economy. Prices simply constitute transfers between agents, and therefore they do not enter the planner’s objective directly. They do allow the planner to let identical sellers trade at different queue lengths $\Lambda(y, p)$ and $\Lambda(y, p')$ with potentially different buyers, which is also possible in the decentralized economy. Since in the planner’s problem prices play no direct role, we could as well have indexed the queue length by some other label such as a “location” instead of prices.
Proposition 4 If \( f \) is strictly \( n \)-root-supermodular with \( n = (1 - a)^{-1} \) nowhere \( n \)-root-supermodular with \( n = (1 - a^{-1}) \) then any solution to the planner’s problem is positive (negative) assorted and can be decentralized as an equilibrium.

Proof. See Appendix. ■

This result is in line with the efficiency properties of directed search models in general, see e.g., Moen (1997), Acemoglu and Shimer (1999b), and Shi (2001). It is worth highlighting this efficiency property, because it allows us to interpret our sorting condition from an efficiency point of view.

Our result provides a condition that augments the standard Hosios (1990) condition for efficiency by relating different submarkets. The Hosios (1990) condition holds for a particular \((x, y)\) market and equates the social contribution to match formation with the split of the surplus between buyer and seller. In our decentralized equilibrium, substituting (6) into (5) yields the Hosios condition, which can be rewritten to say that seller \( y \)'s equilibrium profits are \( M_s(\Lambda, 1)f(x, y) \) and reflect his marginal contribution to match creation. With two-sided heterogeneity, the issue of efficiency hinges on which \((x, y)\) combinations trade in equilibrium. Our contribution is to show that this is governed not by the derivative of the aggregate matching technology \( M \), but by its elasticity of substitution \( a(\lambda) \).

The Hosios condition is usually associated with the elasticity \( \eta_m \) of the individual search technology \( m \) since \( M_s = 1 - \eta_m \). A similar connection exists in our setting between the elasticity of substitution of \( M \), denoted by \( a \), and the elasticity \( \eta_m \) of the individual matching technology \( m \). To see this, observe that

\[
a(\lambda) \equiv \frac{m'(\lambda)(m'(\lambda)\lambda - m(\lambda))}{\lambda m(\lambda)m''(\lambda)} = \frac{1 - \eta_m(\lambda)}{\eta_m'(\lambda)} \quad (20)
\]

The first equality is the condition we derived above in equation (13). The second equality follows immediately after rearranging terms, where \( \eta \) denotes the elasticity of the subscripted function: \( \eta_m = \frac{\lambda m'}{m} \) and \( \eta_m' = \frac{\lambda m''}{m} \). As with the Hosios condition, the condition here depends on the elasticity via \( 1 - \eta_m \), which captures the marginal effect on the search technology. In addition it depends on \( \eta_m' \) which captures the second degree marginal effect on the search technology. This effect governs how the matching probability changes as we move across different matched pairs. The latter effect is obviously absent with homogeneous types, and therefore in the standard Hosios condition.

6 Discussion of Related Literature

We relate our findings to models and results from three distinct literatures.
6.1 Directed Search

There is an extensive literature on directed search with and without two-sided heterogeneity. Contributions range from work that provides a rationale for unemployment in the labor market and waiting times in the product market (for example Peters (1991, 1997b, 2000, 2007), Acemoglu and Shimer (1999a,b), Burdett, Shi and Wright (2001), Shi (2001), Mortensen and Wright (2002), Galenianos and Kircher (2006), Kircher (2009), Delacroix and Shi (2006)), to work that models more elaborate trading mechanisms (such as McAfee (1993), Peters (1997a), Shi (2002), Shimer (2005) and Eeckhout and Kircher (2008)).

Here we focus our attention on specific aspects of the most closely related paper by Shi (2001). Shi is the first to show that, in an environment with directed search, supermodularity is not sufficient to attain PAM. He assumes that firms can freely enter with type $y$ if they pay some entry cost $C(y)$. He derives a condition requiring $f_{xy}$ to be sufficiently large that is seemingly different from ours. Here we show that our findings are consistent. His condition is:

$$f_{xy} > \frac{Cf_y(f_y - C_y)}{C_y(fC_y - Cf_y)}.$$ 

(21)

The strength of this condition, i.e., the magnitude of the right hand side, cannot readily be evaluated. Moreover, this condition seems not to depend on the search technology $m$, which is in apparent contradiction with our results. Our results imply that sorting depends on the elasticity of substitution of the search technology. It turns out, even though it is not directly visible, that condition (21) depends crucially on the feature of the urn-ball search technology assumed in Shi (2001). In particular, the RHS will look different when the search technology is not urn-ball. A simple example is the case of CES where the RHS is a constant.

Recall that our condition (14) gives a condition for PAM for a given type distribution. To see that condition (21) arises as a special case of this, we now derive the equilibrium conditions in Shi (2001) for a general search technology. Shi considers a model where the seller type distribution arises from a free entry consideration. Sellers can decide to enter with type $y$ when paying the entry cost $C(y)$, then trade occurs as in our model (even though his off-equilibrium specification is different). Equilibrium profits can be obtained by substituting (6) into (5). If after entry seller type $y$ trades with buyer type $\mu(y)$ at queue length $\Lambda(y)$ (more precisely: $\Lambda(y, p(y))$), the free entry condition requires

$$[m(\Lambda(y)) - \Lambda(y)m'(\Lambda(y))]f(\mu(y), y) = C(y).$$

(22)
Differentiating (22), we obtain after eliminating terms that add to zero by (7), and using the derivative of (6), that \( m(\Lambda(y))f_y(\mu(y), y) = C_y(y) \). For the special case of the urn-ball search technology \( m_1 \) these two equations coincide with Shi’s (2001) characteristic equations. We can invert these to obtain an analytic expression of \( \Lambda(y) \) as a function of the entry cost, and substitution into the RHS of (14) recovers Shi’s (2001) result. Still the right hand side of (14) depends crucially on the elasticity of substitution for the specific search technology in question, as can easily be seen when the RHS of (14) is constant and therefore the level of entry plays no role. For urn-ball the elasticity of substitution is non-constant and does indirectly depend on the entry cost. By varying the entry cost, any type seller type distribution can be sustained (by setting the entry cost equal to the equilibrium profits) and by Proposition 3 square-root-supermodularity provides the relevant bound on the strength of (21).

In our setting, entry does not simplify the analysis because inverting the free entry conditions yields \( \Lambda(y) \) as a function of the inverse of the search technology, which for general search technologies does not have a nice analytic representation. Our approach therefore relies directly on the second order conditions of the seller’s optimization problem (4). Using a general search technology allows us to derive the fundamental economic trade-off between complementarities in match-value and complementarities in the search technology, and to obtain explicit bounds on the strength of supermodularity that hold for any type distribution.

6.2 Random Search

In the introduction we compared our root-supermodularity condition to the conditions in the random search model of Shimer and Smith (2000). It is worth noting first that random search models adopt a notion of positive assortative matching that differs from the notion in this paper and in the frictionless environment of Becker (1973). In random search sellers meet many different buyer types, and the probability of meeting any particular buyer type is zero. Therefore, they are willing to accept matches from some set of types. For a given seller, the set of buyers for which matching is mutually agreeable is then called the matching set. Positive assortative matching means that any element in the acceptance set of a lower types is either included or strictly below any element in the acceptance set of a higher type.

\(^{13}\)For \( m_1(\lambda) = 1 - e^{-\lambda} \) we obtain a nice analytic expression for the elasticity of substitution: \( a(\Lambda) = \lambda^{-1} + e^{-\lambda}/(1 - e^{-\lambda}) \). There is a multitude of ways to use the entry cost to substitute out the queue length along the equilibrium path. Observe that \( m_1(\Lambda(y))f_y(\mu(y), y) = C_y(y) \) implies \( \Lambda(y) = -\ln(1 - C_y(y)/f_y(\mu(y), y)) \). Using this, one could write the elasticity of substitution and thus the RHS of (21) as \( a(\Lambda(y)) = -\ln(1 - C_y(y)/f_y(\mu(y), y))^{-1} + 1 - f_y(\mu(y), y)/C_y(y) \). Alternatively, one can use both entry conditions to express the elasticity of substitution as \( a(\Lambda(y)) = C_y(y)f_y(\mu(y), y)/C_y(y)(f_y(\mu(y), y) - C_y(y)f_y(\mu(y), y)) \), which exactly recovers the RHS of (21).
The conditions in Shimer and Smith (2000) derive their economic meaning from the fact that they ensure connectedness of these matching sets. The exact conditions are: supermodularity of \( f \), log-supermodularity of \( f_x \) and \( f_y \), and log-supermodularity of \( f_{xy} \). Unlike our match-value function, theirs is a symmetric function \( f \) such that \( f(x, y) = f(y, x) \). They also assume that \( f \geq 0 \) and \( f_y(0, y) \leq 0 \leq f_y(1, y) \) for all \( y \). These do not directly include log-supermodularity of \( f \), which we used as a lower bound to compare the strength of our condition to theirs. We will now show that this is implied under the additional monotonicity restriction imposed in our model, i.e., that \( f_x(x, y) \geq 0 \) (and by symmetry \( f_y(x, y) \geq 0 \)).

Assume that the conditions of the previous paragraph hold. A function \( f \) is log-supermodular if \( \log f \) is supermodular, or equivalently if for all \((x, y)\) the following condition holds (where we suppress the arguments): \( f_{xy}f - f_xf_y \geq 0 \). Obviously this condition holds whenever \( f_x = 0 \) because of supermodularity (\( f_{xy} \geq 0 \)) and \( f \geq 0 \). Now we establish that it holds even at points with \( f_x > 0 \). First, observe that log-supermodularity trivially holds at \((0, 0)\) under the assumptions above. Then it is sufficient to show that at any \((x, y)\) at which log-supermodularity holds, the left hand side of the condition increases in \( x \). The argument applies symmetrically for increases in \( y \), which establishes the result that log-supermodularity holds at all \((x, y)\). The left hand side of the log-supermodularity condition increases in \( x \) if

\[
f_{x^2}f + f_{xy}f_x - f_x^2f_y - f_xf_{xy} \geq 0.
\] (23)

Log-supermodularity of \( f_x \) was assumed, which implies \( f_{x^2}f_x - f_x^2f_{xy} \geq 0 \). We can now from this inequality substitute for \( f_{x^2} \) in (23), and also substitute for \( f_{xy} \) from the inequality of the log-supermodularity condition to get the more demanding inequality \( f_x^2f_y + f_{xy}f_x - f_x^2f_y - f_xf_{xy} \geq 0 \), which holds trivially.

We have therefore established that the conditions in Shimer and Smith (2000) together with monotonicity imply log-supermodularity. While the reverse is not true (not every log-supermodular function fulfills the conditions in Shimer and Smith (2000) – not all log-supermodular functions also have first and cross-partial derivatives that are log-supermodular), at least this result gives us a useful lower bound for the strength of supermodularity required under random search that can be used for comparison with our setting.
6.3 Vanishing Frictions and Convergence to the Walrasian Equilibrium

The competitive benchmark of the Walrasian economy (Becker 1973, Rosen 1974) induces positive sorting under mere supermodularity. There are no frictions in a competitive setting. Such a lack of frictions can in our setup be captured by assuming that agents can perfectly match into pairs. This leads to a benchmark search technology represented by \( m_B(\lambda) = \min\{\lambda, 1\} \) (see the kinked, solid line \( m(\lambda) \) in Figure 1). The short side of the market always matches with probability one while those types on the long side get rationed in proportion to the buyer-seller ratio. We can now consider vanishing frictions a sequence of matching functions that converges to \( m_B \) and investigate whether the condition for sorting reduces to mere supermodularity as required in the Walrasian Benchmark.

This approach of considering the limit economy as frictions vanish ties in with the large literature that validates Walrasian trade as the limit of matching and bargaining games (see amongst many others Rubinstein and Wolinsky (1985), Gale (1986) and recently Lauermann (2007)). This literature generally studies dynamic games and shows convergence as trading becomes more frequent. While this approach can be replicated with similar success in a dynamic extension of our setting,\(^{14}\) our contribution here is to take a different perspective by modeling vanishing frictions directly through changes in the search technology.

We obtain immediately an apparent discrepancy between the idea of convergence to Becker’s (1973) supermodularity condition and the \( n \)-root-supermodularity condition as implied by Theorem 1. For example, the class of logarithmic search technologies \( m(\lambda) = 1 - \ln(1 + e^{(1-\lambda)/(1-\delta)})/\ln(1 + e^{1/(1-\delta)}) \) with \( \delta \in (0, 1) \) fulfills the premise of Proposition 3 and therefore requires square-root-supermodularity for

\(^{14}\)The working paper version of this paper includes the fully dynamic extension of the model, including results on the convergence of our condition. We further discuss the dynamic model in the conclusion.
any level of $\delta$ to induce assortative matching. Yet it converges uniformly to the competitive benchmark $m_B(\lambda)$ as $\delta \to 1$, where we would expect the weaker condition of supermodularity (Becker 1973) to apply.

To resolve this apparent discrepancy, observe that our condition for sorting entails the elasticity of substitution $a(\lambda, \delta)$ that depends on the search technology through the parameter $\delta$. While $m \to m_B$ uniformly as $\delta \to 1$, the elasticity of substitution does not converge to zero uniformly. In particular, in markets with few buyers the elasticity of substitution remains close to one half. With vanishing frictions the strength of the square-root-supermodularity condition comes only from the submarkets with few buyers ($\lambda \approx 0$), i.e., when at least some sellers match with very low probabilities due for example to an aggregate imbalance where the overall mass of sellers exceeds the mass of buyers. If this is not the case, i.e., if all sellers can trade with probability bounded away from zero along a sequence of $\delta$’s such that $m \to m_B$, then the standard supermodularity condition emerges: some tedious application of l'Hôpital’s rule reveals that $\lim_{\delta \to 1} a(\lambda, \delta) = 0$ for all $\lambda > 0$. More generally this means that the set of seller types that trade with positive probability but for whom Becker’s condition does not (approximately) govern the matching pattern includes only those sellers with queue length around zero (i.e., those that can hardly trade) as frictions vanish. Becker’s (1973) insight is therefore recovered for vanishing frictions as it applies to all types that have non-vanishing trading prospects.

A special case is that of the CES search technology, because the only way to get convergence to $m_B$ is by changing the elasticity of substitution $a \to 0$. By construction there is then not only uniform convergence of $m$, but also uniform convergence of $a$, and as a result, the necessary and sufficient condition for PAM converges to mere supermodularity for all matched pairs.

**Conclusion**

In the presence of search frictions in a market with two-sided matching, price competition gives rise to two distinct and opposing forces that determine sorting. The degree of complementarity in the match-value is a force towards positive assortative matching, whereas search frictions embody a force towards negative assortative matching. We have identify a condition based on the elasticities of substitution of the match-value function and that of the search technology that summarizes this tradeoff. It tells us exactly how much additional complementarity above and beyond mere supermodularity – namely root-supermodularity – is needed in terms of the match-value to induce positive sorting, where the

\[ a(\Lambda, \delta) = \left(1 + e^{\frac{1-\Lambda}{\lambda - \delta}}\right) - e^{\frac{1-\Lambda}{\lambda - \delta}} - e^{\frac{1-\Lambda}{\lambda - \delta}} \left(\ln(1 + e^{\frac{1-\Lambda}{\lambda - \delta}}) - \ln(1 + e^{\frac{1-\Lambda}{\lambda - \delta}})\right)^{-1}. \]
exact root depends on the elasticity of substitution in the search technology.

This elasticity condition also augments the standard Hosios (1990) condition for efficiency by relating different submarkets. In addition to the split of the surplus for a given pair of buyer-seller types as analyzed by Hosios, the novel determinant of efficiency here is which types are matched in equilibrium. Then not only the derivative of the aggregate search technology is important (as in Hosios), but also the elasticity of substitution across different pairs.

In this work we have made various simplifying assumptions. Some of them we have relaxed in the working paper version of this paper: If seller preferences depend on the price and additionally their own type – e.g., due to opportunity costs that depend on the seller’s own type – our results still obtain, only now the match-value is the sum of the buyer’s and the seller’s valuation: If the sellers preferences are of the form $f^s(y) + p$, then our conditions on the match-value function refer to $f(x, y) + f^s(y)$. Our results further generalize if sellers also care about the buyer’s type, provided they are able to specify the desired buyer type together with the price in order to avoid the lemon’s problem. Alternatively, our results apply if the seller posts a payoff he wants to obtain (rather than a price) which makes the buyer the residual claimant. In addition to the preferences, we also relax the time structure. We consider steady-states in a repeated interaction, and show that $n$-root-supermodularity still ensures positive assortative matching. The condition of $n$-root-supermodularity ($n = 1 - \bar{a}^{-1}$) is still sufficient, though a weaker root depending on the discount factor may also suffice.\textsuperscript{16}

We conclude with a final thought on the connection to many-to-many matching markets, for which the literature yet lacks a characterization of the sorting patterns. While our setup requires each seller to trade a single unit with at most one buyer, it does resemble a particular kind of two-sided many-to-many matching market. When $\beta$ buyers of type $x$ and $\sigma$ sellers of type $y$ form a coalition, they produce output $M(\beta, \sigma)f(x, y)$. Instead of buyers and sellers, the sides can be interpreted as teachers and students where a coalition is a school, or machines and workers where a coalition is a factory. Given the similarity in structure, we expect our results to apply to this setting as well.

\textsuperscript{16}For the search technologies in Proposition 3, square-root-supermodularity remains necessary while for CES matching technologies weaker conditions apply that depend on the discount factor. Note that these results assume existence of a steady-state, which can be assured under a “cloning” assumption that we make in the working paper.
Appendix

Proof of Theorem 1

We prove the result for case 1., positive assortative matching. An analogous derivation establishes the result for negative assortative matching. The proof for PAM consists of two parts, one for the sufficient condition, and one for the necessary condition.

Proposition A1. (Sufficiency) If the function \( f(x, y) \) is strictly \( n \)-root-supermodular where \( n = (1 - a)^{-1} \) then any equilibrium entails positive assortative matching under any type distributions \( B(x), S(y) \).

Proof. By contradiction. Consider a (candidate) equilibrium \((G, H)\) that does not entail positive assortative matching. Then there exist \((x, y, p)\) and \((x', y', p')\) on the support of \( H \) such that \( x > x' \) but \( y < y' \). Then \( x \) has to be part of the solution to the seller’s optimization problem (4) for \( y \), and \( x' \) has to be part of the solution to (4) for \( y' \), given \( U(\cdot, G, H) \). We will contradict this in four steps.

1. Reformulating the sellers’ maximization problem

The optimization problem (4) of seller \( y \) can be written as

\[
\max_{x,\lambda,p} \{m(\lambda)p : q(\lambda)[f(x, y) - p] = U(x, G, H)\}
\]

\[
\leftrightarrow \max_{x,\lambda} \{m(\lambda)f(x, y) - \lambda U(x, G, H)\}
\]

\[
\leftrightarrow \max_{x} \Pi(x, y|U(\cdot, G, H)),
\]

where \( \Pi \) in the last line is defined as

\[
\Pi(x, y|V(\cdot)) = \max_{\lambda} m(\lambda)f(x, y) - \lambda V(x)
\]

for any positive and continuous function \( V(\cdot) \). The following obvious property will be useful later on:

(1) For any two positive and continuous functions \( V(\cdot) \) and \( W(\cdot) \) and any seller type \( x \), the inequality \( \Pi(x, y|V(\cdot)) < \Pi(x, y|W(\cdot)) \) holds if and only if \( V(x) > W(x) \). We have achieved the desired contradiction if the maximizer of (24) for \( y \) is smaller than for \( y' \). Defining \( \Gamma(y|V(\cdot)) = \arg \max_{x} \Pi(x, y|V(\cdot)) \), this means that we have achieved the contradiction if

\[
\max \Gamma(y|U(\cdot, G, H)) \leq \min \Gamma(y'|U(\cdot, G, H)).
\]

2. Introducing differentiability through auxiliary buyer utility \( V(\cdot) \)

To show (26), it will convenient to have \( \Pi \) differentiable. To achieve this, we will not directly work with buyers’ equilibrium utility \( U(\cdot, G, H) \), but rather we will work with a particular auxiliary function \( V(\cdot) \) that we define implicitly as follows:

\[
\Pi(x, y|V(\cdot)) = \Pi(x, y|U(\cdot, G, H))
\]

for all \( x \leq x' \equiv \max \Gamma(y|U(\cdot, G, H)) \); and \( V(x) = U(x, G, H) \) otherwise. This means the following: If seller \( y \) has to leave utility \( V(x) \) to the buyers, he is indifferent between all types that are below \( x' \), i.e. \( \Gamma(y|V) = [x, x'] \). Equation (27) defines \( V(x) \) uniquely by property (1) established in the previous step. Note that \( V(x) \) is differentiable by construction since the implicit function theorem delivers

\[
V' = \frac{m(\lambda)}{\lambda} f_x(x, y)
\]
where \( \lambda \) takes the value that maximizes the right hand side of (25). Since \( \varpi \) is a maximizer of \( \Pi(x, y|U(\cdot, G, H)) \) property (I) also establishes: (II) \( V(x) \leq U(x, G, H) \) everywhere.

3. Positive cross-partial

Now consider seller \( y' > y \) in a neighborhood of \( y \). Taking the cross-partial of \( \Pi(x, y'|V) \), and incorporating that \( V \) is defined by (27) together with (25), we obtain after some tedious algebra for all \( x \in [x, \varpi] \) that

\[
\frac{\partial \Pi(x, y'|V)}{\partial x \partial y'}|_{y'=y} = \left[ f_{xy}(x, y) - \frac{m'(\lambda) \lambda m''(\lambda) - m(\lambda)}{\lambda m''(\lambda)m(\lambda)} f_x(x, y) f_y(x, y) \right] m(\lambda),
\]

when \( \lambda \) takes the value that maximizes the right hand side of (25). This cross-partial evaluated at \( y' = y \) is strictly positive since the RHS of (28) is strictly positive by strict \( n \)-root-supermodularity of \( f \). Hence for \( y' \) slightly larger than \( y \) the cross-partial remains strictly positive by continuity. On \([x, \varpi]\) we have \( \Pi(x, y|V) = \Pi(x', y|V) \) by construction, and therefore \( \Pi(x, y'|V) < \Pi(x', y'|V) \) when \( x < x' \). Therefore, any \( x \) that maximizes \( \Pi \) has to lie above \( \varpi \), and we obtain: (III) \( \min \Gamma(y'|V) \geq \varpi \).

4. Reintroducing \( U(\cdot, G, H) \) instead of the auxiliary buyer utility \( V(\cdot) \)

By construction \( V(x) = U(x, G, H) \) for \( x \geq \varpi \), and by (II) it holds that \( V(x) \leq U(x, G, H) \) everywhere. Therefore by (I) we have \( \Pi(x, y|V) = \Pi(x, y|U(\cdot, G, H)) \) for \( x \geq \varpi \) and \( \Pi(x, y|V) \geq \Pi(x, y|U(\cdot, G, H)) \) everywhere. Since by (III) \( \min \Gamma(y'|V) \geq \varpi \), this implies immediately that \( \min \Gamma(y'|U(\cdot, G, H)) \geq \varpi \).

By the definition of \( \varpi \) this implies (26).

Proposition A2. (Necessity) If any equilibria is positive assorted under any type distributions \( B(x) \) and \( S(y) \), then \( f(x, y) \) is weakly \( n \)-root-supermodular where \( n = (1 - \overline{\alpha})^{-1} \).

Proof. By contradiction. Suppose there exists some \((\hat{x}, \hat{y})\) such that the match-value function is not \( n \)-root-supermodular, but there exists an equilibrium exhibiting PAM for any distributions \( B, S \). We will contradict this in four steps; the main insights are in the first three steps:

1. Construct a set \( Z_{\varepsilon} \) around \((\hat{x}, \hat{y})\) where \( f \) is nowhere \( n \)-root-supermodular

By the smoothness properties of \( f \) there exists \( \varepsilon > 0 \) such that \( f \) is not root-supermodular anywhere on \( Z_{\varepsilon} = [\hat{x} - \varepsilon, \hat{x} + \varepsilon] \times [\hat{y} - \varepsilon, \hat{y} + \varepsilon] \). We can choose \( \varepsilon \) such that \( f_{xy}(x, y) - \alpha \frac{f_x(x, y) f_y(x, y)}{f(x, y)} < 0 \) for all \((x, y) \in Z_{\varepsilon}\) for some \( \alpha < \overline{\alpha} \). By continuity of \( a(\lambda) \), there exists \( \lambda_1, \lambda_2 \) such that \( a(\lambda) > \alpha \) for all \( \lambda \in [\lambda_1, \lambda_2] \). If buyer and seller types are in \( Z_{\varepsilon} \) and they trade at queue lengths in \([\lambda_1, \lambda_2]\), the lack of sufficient supermodularity means that PAM cannot be sustained, as we will formalize in the next steps.

2. Let \( Z_{\varepsilon} \) shrink so that types are similar

Consider a sequence \( \{\varepsilon_k\}_{k=1}^{\infty} \) with \( 0 < \varepsilon_k < \varepsilon \), that monotonically converges to zero. Let \( B_k \) and \( S_k \) be associated sequences of distributions of buyer and seller types. Let \( B_k \) be uniform with support on \( X_k = [\hat{x} - \varepsilon_k, \hat{x} + \varepsilon_k] \) and unit mass: \( B_k(\hat{x} + \varepsilon_k) = 1 \). Let \( S_k \) be uniform with support on \( Y_k = [\hat{y} - \varepsilon_k, \hat{y} + \varepsilon_k] \) with mass \( S_k(\hat{y} + \varepsilon_k) = \frac{2}{\lambda_1 + \lambda_2} \), i.e., the aggregate ratio of buyers to sellers remains constant at the average of \( \lambda_1 \) and \( \lambda_2 \), independent of \( k \). By construction the buyer-seller types that trade are within \( Z_{\varepsilon} \) for any \( k \).

3. For some \( k \) all buyers and sellers trade at a queue lengths in \((\lambda_1, \lambda_2)\).

Consider an equilibrium \((G_k, H_k)\) for each \( k \). Note first that the difference in expected buyer utilities converges to zero, in the sense that for every \( \xi > 0 \) there exists \( \kappa \) such that \( |U(x_1, G_k, H_k) - U(x_2, G_k, H_k)| \leq \xi \) for any \( x_1, x_2 \in X_k \) and any \( k \geq \kappa \). This notion of convergences will be used throughout this proof. It can be shown based on equilibrium condition (ii), that ensures that \( |U(x_1, G_k, H_k) - U(x_2, G_k, H_k)| \leq \max_{\lambda \in [0, \infty]} \max_{y \in Y_k} q(\lambda) f(x_1, y) - f(x_2, y) \). Assuming without loss of generality that \( x_1 \geq x_2 \), the right
hand side of the inequality is bounded by $f(x_1, \hat{y} + \varepsilon_k) - f(x_2, \hat{y} - \varepsilon_k)$, and this term vanishes since $x_1 - x_2 \leq 2\varepsilon_k \to 0$ and $\hat{y} + \varepsilon_k - (\hat{y} - \varepsilon_k) = 2\varepsilon_k \to 0$ and $f$ continuous. Given that the differences in buyer utility vanish with large $k$, and given that the distance in types vanishes, it is easy to show that the distance between the highest queue length that is part of a solution to (4) for some $y \in \mathcal{Y}_k$ and the lowest queue length that is part of a solution to (4) for some $y' \in \mathcal{Y}_k$ converge to zero. (Also the differences in the value to program (4) across seller types in $\mathcal{Y}_k$ vanish with increasing $k$, as used in the next step.) Since the differences in queue lengths across sellers vanish but the aggregate buyer in buyer utility vanish with large $k$, $x$, $y$ that the distance between the highest queue length that is part of a solution to (4) for some $y \in \mathcal{Y}_k$ and the lowest queue length that is part of a solution to (4) for some $y' \in \mathcal{Y}_k$ converge to zero. (Also the differences in the value to program (4) across seller types in $\mathcal{Y}_k$ vanish with increasing $k$, as used in the next step.)

Since the differences in queue lengths across sellers vanish but the aggregate buyer seller ratio is $(\lambda_1 + \lambda_2)/2$, all sellers trade at queue lengths in $(\lambda_1, \lambda_2)$ for $k$ sufficiently large. If we restrict attention only to differentiable equilibria, this immediately contradicts the assumption that the equilibria are PAM since condition (14) in Lemma 1 is violated.

4. Non-differentiable equilibria

Finally, we rule out that equilibria are PAM but non-differentiable. Let $\pi_k(y) = \max_p \pi(y, p, G_k, H_k)$ denote the equilibrium profit of seller $y$, i.e., the value of program (4). In the previous proof of Proposition A1 the indifference condition (27) which defines auxiliary utility $V_k(x)$ can be restated as $\Pi(x, y|V_k(\cdot)) = \pi_k(y)$ or

$$\lambda \max_m (\lambda) f(x, y) - \lambda V_k(x) = \pi_k(y).$$

(29)

Note that the maximizer of the LHS of (29) is used in (28) in the previous proof. We are done if we can show: there exists $k$ such that the maximizers of the LHS of (29) lie in $[\lambda_1, \lambda_2]$ for all $x \in \mathcal{X}_k$ and any $y \in \mathcal{Y}_k$. Then analogous arguments as in the previous proof establish that there has to be negative assortative matching since the cross-partial in (28) is negative, ruling out PAM.

To show the missing part, recall that the equilibrium profits $\pi_k(y)$ across sellers in $\mathcal{Y}_k$ becomes nearly identical for large $k$ (see previous step 3). Since profits lie in a bounded set, there exists limit point $\pi_\infty$ and a subsequence such that for any $\xi$ the distance between the equilibrium profit $\pi_k(y)$ of any $y \in \mathcal{Y}_k$ and $\pi_\infty$ are less than $\xi$ as $k$ becomes sufficiently large. This convergence of the RHS of (29) and the vanishing differences between buyer types mean that there is a subsequence for which $V_k(x)$ approaches some limit value $V_\infty$ arbitrarily close for all $x \in \mathcal{X}_k$ and any $y \in \mathcal{Y}_k$. Since $V_k(x)$ converges to $V_\infty$ and the support of buyer types shrinks to $\hat{x}$, the queue lengths that maximize the LHS of (29) have to converge. Finally, observe that they have to converge to a value within $[\lambda_1, \lambda_2]$ as we will show now. The profit $\pi_k(y)$ can by (5) be written as $\max_{x, \lambda} m(\lambda) f(x, y) - \lambda \bar{U}(x, G_k, H_k)$. Let $(x_k^*, \lambda_k^*)$ be the equilibrium type and equilibrium queue length which maximize this expression. Since equilibrium queue lengths lie in $[\lambda_1, \lambda_2]$ for large $k$ as shown in Step 3, we have $\lambda_k^* \in (\lambda_1, \lambda_2)$ for large enough. Since all maximizers of the LHS of (29) converge, and $\lambda_k^*$ is such a maximizer (for $x_k^*$), all maximizers converge to the limit of $\lambda_k^*$ that lies within $(\lambda_1, \lambda_2)$. □

Proof of Proposition 1

Proof. First part of the theorem: Given search technology $m$, let $a_1 = \frac{1}{3} \bar{a} + \frac{2}{3} \underline{a}$ and $a_2 = \frac{2}{3} \bar{a} + \frac{1}{3} \underline{a}$. Choose $\lambda_1$ and $\lambda_2$ such t.hat $a(\lambda) \in [a_1, a_2]$ for all $\lambda \in [\lambda_1, \lambda_2]$. Consider $f(x, y) = (x + y + 1)^{(\eta + n_2)/2}$. This function is $n_2$-root-supermodular but nowhere $n$-root-supermodular where $n_2 = (1 - a_2)^{-1}$ and $n = (1 - a_1)^{-1}$. Now consider a sequence of distributions $B_k$ and $S_k$ with support on $[0, \varepsilon_k]$, with $B_k(\varepsilon_k) = 1$ and $S_k(\varepsilon_k) = \frac{2}{\lambda_1 + \lambda_2}$. Analogous arguments as in step 2 - 4 in the proof of Proposition 7 show that all agents desire trade at a queue lengths in $(\lambda_1, \lambda_2)$, and $n_2$-root-supermodularity implies PAM. This establishes the first part. The second part can be established analogously, with preference function $f(x, y) = (x + y + 1)^{(\eta + n_1)/2}$ where $n_1 = (1 - a_1)^{-1}$ and $n = (1 - a_1)^{-1}$. □
Proof of Proposition 2

Proof. We prove the result for positive sorting; the proof for negative sorting is analogous. We construct a positively assorted differentiable equilibrium \((G, H)\) in three steps: First we explore necessary conditions that restrict the connection between the queue length, the assignment and the price that different seller types face in equilibrium, then we “reverse-engineer” the associated equilibrium \((G, H)\), and finally we check that the equilibrium conditions are indeed met.

1. Exploiting necessary conditions

Rather than considering equilibrium distributions \((G, H)\) directly, we will ”reverse-engineer” them by exploiting first some necessary conditions about the relationship between the queue-length \(\Lambda(y)\) [formally \(\Lambda(y, p(y))\)], the assignment \(\mu(y)\), and the price \(p(y)\) in a differentiable equilibrium.

First, the buyer-seller ratio integrated over a range of seller types equals the number of buyers that \(y\) indeed exists: finite \(\lim_{y \to 0^+} \Lambda(y, p(y))\), with equality if \(y > x\) as otherwise lower types would get more by becoming active. A similar logic holds for the lowest seller type \(x_0\) that trades in equilibrium Therefore the boundary buyers’ equilibrium utility [given in (6)] and boundary sellers’ equilibrium profits [given by (6) substituted into (5)] have to satisfy

\[
\Lambda'(y) = - \frac{1}{\Lambda''(\Lambda(y)) f(\mu(y), y)} \left[ \frac{(\Lambda(y) m'(\Lambda(y)) - m(\Lambda(y))) s(y)}{b(\mu(y))} f_x(\mu(y), y) + m'(\Lambda(y)) f_y(\mu, y) \right].
\]  

Equations (30) and (31) together constitute a differential equation system in \(\Lambda, \mu\). One initial condition is \(\mu(\widetilde{y}) = \widetilde{x}\). Given a second initial condition on the queue length at the top seller, \(\Lambda(\widetilde{y}) = \widetilde{x} \in (0, \infty)\), the system uniquely determines \(\Lambda(y)\) and \(\mu(y)\) (in the direction of lower \(y\)) at all \(y\) down to some limit point \(y_0(\Lambda)\). This limit point is characterized by either \(y_0(\Lambda) = y\) or \(\mu(y_0(\Lambda)) = \widetilde{x}\) or lim\(_{y \to y_0(\Lambda)} \Lambda(y) = 0\) or lim\(_{y \to y_0(\Lambda)} \Lambda(y) = \infty\), whichever arises first. Since the lower bound has to satisfy (32) and (33), this imposes restrictions on the free parameter \(\Lambda\). We can show that (the proof is available in the working paper version of the paper): There exists an initial condition \(\varLambda \in (0, \infty)\) such that resulting \(y_0(\Lambda)\), \(\Lambda(y_0(\Lambda))\) and \(\mu(y_0(\Lambda))\) fulfill boundary conditions (32) and (33). For the following, consider such a \(\varLambda\), which fixes the associated solutions \(\Lambda\) and \(\mu\) to (30) and (31) and associated boundary types \(y_0 = \mu(y_0)\).

The price function \(p(y)\) for each type \(y \geq y_0\) can then be reconstructed since the profit \(m(\Lambda(y))p(y)\) has to equal the constructed profits given by (6) substituted into (5), yielding after division by \(m(\Lambda(y))\) that \(p(y) = [1 - \Lambda(y)m'(\Lambda(y))/m(\Lambda(y))] f(\mu(y), y)\). For types below \(y_0\), note that \(y_0 > y\) implies by (32) that \(\Lambda(y_0) = \lim_{y \to y_0} \Lambda(y) = 0\), which implies \(p(y_0) = \lim_{y \to y_0} p(y) = 0\) since \(\lim_{\Lambda \to 0} m(\Lambda)/\Lambda = m'(0)\) and therefore \(\lim_{y \to y_0} \Lambda(y)m'(\Lambda(y))/m(\Lambda(y)) = 1\). Note that the finite limit \(\lim_{\Lambda \to 0} m(\Lambda)/\Lambda = m'(0)\) indeed exists: finite \(m'(\lambda)\) exists by assumption for \(\lambda > 0\) and is monotone (by \(m''(\lambda) < 0\), and it is
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bounded (by \( m'(\lambda) \leq 1 \) as otherwise \( \lim_{\lambda \to 0} q(\lambda) = \lim_{\lambda \to 0} m(\lambda)/\lambda = \lim_{\lambda \to 0} m'(\lambda) > 1 \) which violates \( q(\lambda) \in [0, 1] \)). The boundary seller does not obtain any buyers even at a zero price, and all types below him also obtain no buyers independent of the price they charge because their quality is also too low. So we can set \( p(y) = 0 \) for all \( y < y_0 \).

2. Recovering the equilibrium \((G, H)\)

The equilibrium distributions \((G, H)\) can now be constructed from the \( \mu \) and \( p \) functions derived in the previous step. Consider the sellers first. We integrate all of them that offer prices below \( p \) as derived in the previous step:

\[
G(y, p) = \int_{y_0}^{y} s(\tilde{y}) I_{[p(\tilde{y}) \leq p]} \, d\tilde{y},
\]

where \( I \) is an indicator function that takes the value of 1 if the qualifier in square brackets it true, and takes the value 0 otherwise. Clearly, \( G_Y = S \) by construction, as required. Next consider the buyers. Types below \( x_0 \) choose their outside option \( \emptyset \). Therefore, at any price \( p \geq 0 \) these types trade below (by our convention in footnote 4) and therefore have mass \( B(x) \) for all \( x < x_0 \) we have \( H(x, y, p) = B(x) \) for all \( (y, p) \in (Y \times P) \cup \{ \emptyset \} \). For all buyers with \( x \geq x_0 \) we have \( H(x, \emptyset) = B(x_0) \) and for all other \( (y, p) \in Y \times P \)

\[
H(x, y, p) = \int_{y_0}^{y} b(\mu(\tilde{y})) I_{[\mu(\tilde{y}) \leq x]} I_{[p(\tilde{y}) \leq p]} \, d\tilde{y} + B(x_0).
\]

Clearly \( H_X = B \), as required.

3. Checking the equilibrium conditions

By construction, the function \( \Lambda(y) \) as constructed in the first step coincides with a Radon-Nikodym derivative \( \Lambda_GH(y, p) \) of \( G \) w.r.t. \( H \) along all \( (y, p(y)) \). Also, the function \( U(Y, G, H) \) in the first step coincides with \( U(\cdot, Y)G, H) \) by construction. To check that \((G, H)\) is indeed an equilibrium, we can extend \( \Lambda_GH \) to the entire domain by (3) and check the equilibrium conditions \( i \) and \( ii \).

Condition \( i \) amounts to verifying that no seller \( y \) wants to deviate and offer a different price than \( p(y) \) constructed above (because \( (y, p(y)) \) are the only combinations in the support of \( G \)), which is equivalent to checking that no seller has a profitable deviation from \( (\mu(y), \Lambda(y), p(y)) \) in (4). Additionally, condition \( ii \) requires us to check that no buyer \( \mu(y) \) wants to deviate and trade at some combination other than \( (y, p(y)) \) (again \( (\mu(y), y, p(y)) \) are the only combinations in the support of \( H \), except for those buyers below \( x_0 \) for which we have to check that they do not want to trade at all).

The verification is facilitated by the following observations: If sellers do not have an incentive to deviate, then buyers have no incentive to deviate. This follows directly from the fact that a profitable deviation for buyers means that in program (4) sellers can make higher profits. (Another way of seeing this is that (31) is exactly the buyers’ envelope condition.) Moreover, for the sellers we only have to consider types in \([y_0, \bar{y}]\). If there are seller types below \( y_0 \), these types do not have a profitable deviation because, by boundary condition (33), type \( y_0 \) makes zero profits and we will verify that he does not have a profitable deviation despite being a higher type.

For types in \([y_0, \bar{y}]\) we know that \( (\mu(y), \Lambda(y), p(y)) \) constructed above is indeed a local maximum in (4), because \( n \)-root-supermodularity implies that the Hessian (8) is negative definite. We now establish that the solution is a global maximum. Consider a seller \( y \) with assigned buyer type \( x \), i.e. \( x = \mu(y) \). Now suppose there is another buyer \( x' = \mu(y') \), different from \( x \), which is optimal for \( y \), i.e. \( x' \) satisfies the necessary first order conditions (6) and (7) for optimality for seller \( y \) together with for some queue
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length).\textsuperscript{17} Since \((x', y)\) fulfill both (6) and (7), they satisfy the following generalization of (6)

\[ q(\varsigma(x', y)) f_x(x', y) - U'(x') = 0, \]

where \(\varsigma(x', y)\) is defined as the queue length such that \(\Lambda(y) = \varsigma(x', y)\) solves \(m'(\Lambda(y)) f(x', y) - U(x') = 0\) in analogy to (7). Now suppose that \(x' > x\), which implies \(y' > y\), the opposite case is analogous. Since \(\mu(y') = x'\) these types also fulfill (6) and (7) by our construction in Step 1, and therefore they fulfill also

\[ q(\varsigma(x', y')) f_x(x', y') - U'(x') = 0. \]

We rule out that both (35) and (36) are satisfied simultaneously by showing that the that \(q(\varsigma(x', y)) f_x(x', y)\) is strictly increasing in \(y\). The derivative of this expression with respect to \(y\), together with implicit differentiation of (7) to recover \(\partial \varsigma(x', y)/\partial y\), is strictly positive if and only if

\[ f_{xy}(x', y') > a(\varsigma(x', y)) f_y(x', y) f_x(x', y) f(x', y)^{-1}, \]

which is ensured by \(n\)-root-supermodularity (where \(n = (1 - \overline{a})^{-1}\)). This implies that the solution to the FOC in (6) and (7) is a global maximum. \(\blacksquare\)

**Proof of Proposition 3**

**Proof.** Trade in pairs requires \(\lambda q(\lambda) = m(\lambda)\). Therefore, \(q''(\lambda) = [m''(\lambda) - 2q'(\lambda)] \lambda^{-1}\). Then \(|q''(0)| < \infty\) implies \(m''(0) = 2q'(0)\). Together with \(q'(0) \neq 0\) this implies \(m''(0) \neq 0\). Use \(\lambda q(\lambda) = m(\lambda)\) to write (13) as \(a(\lambda) = m'(\lambda) q'(\lambda)/(m''(\lambda) q(\lambda))\), and substitute to get \(a(0) = m'(0)/(2q(0))\). Since \(q(0) = \lim_{\lambda \to 0} m(\lambda)/\lambda = m'(0)\) one obtains \(a(0) = 1/2\). Further, \(a(\lambda) \leq 1/2\) for all \(\lambda\) if \(q(\lambda)^{-1}\) is convex: since \(q(\lambda)^{-1} = \lambda m(\lambda)^{-1}\) we have (suppressing the argument of \(m\)) \((\lambda m^{-1})'' = \lambda^2 m^{-3}[-m'' q + 2m' q']\). This is positive iff \(-m'' q + 2m' q' \geq 0\) or equivalently \(a(\lambda) = m' q/(m'' q) \leq 1/2\). \(\blacksquare\)

**Proof of Proposition 4**

**Proof.** We first show that the planner’s assignment coincides with the equilibrium assignment if it is assortative positive assortative. Then we sketch why root-supermodularity implies the associated direction of sorting by showing that it induces the direction locally (the full proof for global assortative matching is available on request).

Assume that \(H\) in the planner’s solution is assortative, i.e., it permits \(\mu\) that is strictly monotone. Since \(H_{XY}(\mu(y), y) = B(y)\) and \(H_X = B\), all the mass is concentrated only on \((\mu(y), y)\) pairs. For a given \((\mu(y), y)\) pair, the concavity of the matching function implies that it is optimal if all of these agents trade at the same queue length \(\Lambda(y)\) [formally, \(\Lambda(y, p(y))\) for some \(p(y)\)].\textsuperscript{18} Since all mass is only concentrated on \((\mu(y), y)\) pairs, the constraints can be conveniently summarized by a single constraint \(\int_y B(\mu(y)) dS = 1 - B(\mu(y))\) in case of positive sorting and \(\int_y B(\mu(y)) dS = B(\mu(y))\) in case of negative sorting. For given \((G, H)\) there is almost everywhere unique \(\Lambda\) fulfilling this constraint, and a given \(\Lambda\) yields

\textsuperscript{17}This argument assumes \(x'\) satisfied \(x' = \mu(y')\) for some \(y'\), which does not hold if \(x' < x_0\). Note that in the case \(x' < x_0\) both types \(x'\) and \(x_0\) obtain zero utility (see (32)) and seller \(y\) is at least as well off according to (4) by attracting \(x_0\) as by attracting \(x'\). For \(x_0\) it holds that \(\mu(y_0) = x_0\).

\textsuperscript{18}Formally, the objective in (18) can be written as \(\max_{G,H} \int q(\Lambda_{GH}(y, p)) f(\mu(y), y) dH_Y\), which is equivalent to \(\max_{G,H} \int \mu(\Lambda_{GH}(y, p)) f(\mu(y), y) dG\) by the third constraint. This problem is equivalent to \(\max_{G,H} \int \mu(\Lambda(y)) f(\mu(y), y) dG\), such that \(G_Y = S; H_X = B; \Lambda = dH_Y/dG_Y\) where \(\Lambda(y) := \int \Lambda_{GH}(y, p) dG(p|y)\), since the concavity of \(m\) always makes it optimal to assign the average queue length.
unique $\mu$ and, thus, a unique $(G, H)$ [for the given $p(y)$] as can be seen by the analogous construction in Step 2 of the existence proof. The planner can therefore directly control $\Lambda$, which by the constraint governs the assignment $\mu$, leading to the much simpler control problem

$$
\max_{\Lambda, y_0} \int_{y_0}^{\bar{y}} s(y) \cdot m(\Lambda(y)) \cdot f(\mu(y), y) dy,
$$

where the sign on the constraint is positive for positive sorting and negative for negative sorting, $y_0$ denotes the lowest type which is assigned to sellers by the planner and the rest of the buyers is assigned to $\emptyset$.

The Hamiltonian to problem (37) is:

$$
\mathcal{H}(y, \lambda, \mu) = s(y) \cdot m(\Lambda) \cdot f(\mu, y) + \phi \cdot s(y)\Lambda/b(\mu),
$$

where $\phi$ is the multiplier.

The optimality conditions of the Hamiltonian satisfy:

$$
\Lambda : \frac{\partial \mathcal{H}}{\partial \Lambda} = m'(\Lambda) \cdot f(\mu, y) + \frac{\phi}{b(\mu)} = 0
$$

$$
\mu : \frac{\partial \mathcal{H}}{\partial \mu} = s(y) \cdot m(\Lambda) \cdot f_x(\mu, y) - \phi \cdot s(y)\Lambda \frac{b'(\mu)}{b^2(\mu)} = -\phi'.
$$

Defining $A(\mu(y)) = -\frac{\phi(y)}{b(\mu(y))}$, the optimality conditions can be written as

$$
m'(\Lambda(y)) \cdot f(\mu(y), y) = A(\mu(y)) \tag{39}
$$

$$
q(\Lambda(y)) \cdot f_x(\mu(x), y) = A'(\mu(y)). \tag{40}
$$

These equations are identical to First-Order Conditions (6) and (7) of the decentralized economy with appropriate reinterpretation of the variables.

To establish that the solution to this program is identical to the solution of the decentralized economy, focus on the case of positive sorting (the alternative case follows analogous steps). The planner’s boundary conditions are the following: at the upper bound assortative matching means that $\mu(\bar{y}) = \bar{x}$. At the lower bound, observe that it is never optimal to assign lower types if higher types have matching probability zero. Therefore $\Lambda(y) = 0$ or $\Lambda(y) = \infty$ only at $y = y_0$. Moreover, obviously $y_0 \geq y$ and $\mu(y_0) \geq \bar{x}$. Therefore, the planners’ problem has the same boundary conditions as the decentralized equilibrium. In the proof of existence (Proposition 2) we showed that under $n$-root-supermodularity for $n = (1 - \pi)^{-1}$ any solution of these first-order-conditions and the boundary solutions constitutes an equilibrium when integrated up to the corresponding distributions $(G, H)$.

Finally, we sketch why the planner’s solution is positive assortative if $f$ is $n$–root-supermodular with $n = (1 - \pi)^{-1}$. Assume that the planner’s solution yields a differentiable assignment: on some subset of $X \times Y$ the distribution $H$ fulfills $H_{XY}(\mu(y), y) = B(x)$ for some function $\mu$ that is differentiable. Optimality still requires that $\mu'$ satisfies (38) and associated optimality conditions (39) and (40). Yet in order to maximize the Hamiltonian the second order condition must be satisfied: (39) and (40) are identical to (6) and (7) under appropriate relabeling of variables, and the second-order condition therefore reduces to (14), which requires positive sorting. This rules out locally decreasing assignments. A tedious proof that extends this logic globally is available from the authors. $\blacksquare$
The Equilibrium Price Schedule

**Proof.** In a differentiable assortative equilibrium with price function $p(y)$, assignment function $\mu(y)$ and queue length $\Lambda(y)$ [formally $\Lambda(y, p(y))$] the equilibrium buyer utility $U(\mu(y)) = q(\Lambda(y))[f(\mu(y), y) - p(y)]$ can be totally differentiated to get

$$U'\mu' = \Lambda'q'[f - p] + q(f_x\mu' + f_y - p'),$$

where we suppressed all arguments. Note further that firms equilibrium profits can be recovered by substituting (6) into (5), yielding $[m - \Lambda m']/f$. Equating this to the definition of expected profits as price times quantity, i.e. $mp$, we obtain the price schedule $p(y)$ along the equilibrium path as $p = [1 - \Lambda m'/m]f = [1 - \eta_m]f$. Substituting this and (6) into (41) we get after canceling terms that $0 = q'\eta_m\Lambda'f + q[f_y - p']$. We can solve this for $p'$: use (11) to substitute out $\Lambda'f$, and use the fact that $a = m'q'(m'q)$ to get after rearranging that $p' = f_y + a[f_x\mu'(m/\Lambda - m')\eta_m/m' - (1 - \eta_m)f_y]$. Since $[m/\Lambda - m']\eta_m/m' = 1 - \eta_m$ we obtain (17). \[\blacksquare\]
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