Balance and spontaneous wave generation in geophysical flows
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Abstract The large-scale dynamics of the mid-latitude atmosphere and ocean is characterised by a time-scale separation between slow balanced motion and fast inertia-gravity waves. As a result of this separation, the two types of motion interact only weakly, and the dynamics can be approximated using balanced models which filter out the fast waves completely. The separation is not complete, however: the evolution of well-balanced flows inevitably leads to the excitation of inertia-gravity waves through the process of spontaneous generation. Spontaneous generation has fundamental and practical implications: it limits the validity of balanced models, and provides a source of inertia-gravity-wave activity. These two aspects are discussed in this review, which focusses on the small-Rossby-number regime $\epsilon \ll 1$ corresponding to strong rotation. Theoretical arguments indicate that spontaneous generation is then exponentially small in $\epsilon$ for smooth flows. They are complemented by numerical simulations which identify specific generation mechanisms.
1 Introduction

The circulation of the atmosphere and ocean at mid-latitudes is dominated by large-scale motion evolving over long time scales, of the order of a few days in the atmosphere and a few weeks in the ocean. This slow motion is termed balanced motion because the pressure gradients are nearly balanced by the Coriolis force in the horizontal (geostrophic balance) and by buoyancy forces in the vertical (hydrostatic balance). Although dominant in much of the atmosphere and ocean, this type of motion is not the only possible one: small-scale, fast inertia-gravity
waves (IGWs), with frequencies greater than or equal to the Coriolis frequency \( f \), provide an additional mode of motion which is observed routinely. These waves, with time scales ranging from minutes to hours, play an important role, for instance by transporting momentum vertically and by enhancing mixing. Their main sources are topography and convection in the atmosphere, wind and tidal forcing in the ocean.

The time-scale separation between balanced motion and IGWs is estimated by the Rossby number

\[
\epsilon = \frac{U}{fL},
\]

where \( U \) and \( L \) are relevant horizontal velocity and length scales. For large-scale flows, it takes typical values of the order of 0.1 or smaller (e.g. Vallis 2006). These flows are therefore in the rapidly rotating, small-Rossby-number regime \( \epsilon \ll 1 \) characterised by a large time-scale separation. Because of this, the coupling between balanced motion and IGWs is weak, and balanced models (such as the quasi-geostrophic (QG) model), which filter out IGWs entirely, capture much of the dynamics.

The coupling between balanced and IGW motion cannot be completely ignored, however, and a long-standing issue in geophysical fluid dynamics has been its quantification. There are several reasons for the importance given to this issue. From a theoretical viewpoint, the coupling between balanced motion and IGWs is an obstacle to the existence of an exactly invariant slow manifold, the idealisation put forward by Leith (1980) and Lorenz (1980) of a subset of phase space on which the dynamics is completely devoid of IGW activity. Correspondingly, it places a fundamental limitation on the accuracy of balanced models. At a more practical level, the coupling has consequences for the initialisation schemes (e.g.
Daley 1991) used in operational meteorology to filter out IGWs, most of which spurious, from initial data derived from observations. Importantly, it is also at the root of spontaneous generation, or spontaneous adjustment, the mechanism whereby slow, well-balanced motion emits IGWs in the course of its evolution. This mechanism should be contrasted with standard adjustment (Rossby 1937) in which IGW generation results from an initial imbalance imposed externally. It is an additional source of IGWs which, unlike the sources mentioned above, can potentially excite waves across the whole spectrum of frequencies and wavelengths.

While the issues surrounding the coupling between balanced motion and IGWs have attracted continuous attention from the 1980s onward (see sections 2.1–2.2 below), recent developments have considerably improved our understanding. They are the main subject of this review. One of these is the connection with dynamical-system work on non-dissipative two-time-scale systems which indicates that the coupling is exponentially small for $\epsilon \ll 1$ (sections 2.3–2.4). Another is a series of high-resolution numerical simulations of spontaneous generation in different flow configurations (section 3). These identify specific generation mechanisms and demonstrate convincingly their relevance to atmospheric and oceanic flows. A third strand of development consists in the asymptotic analysis of some highly idealised flow models which yields explicit estimates for the exponentially small amplitudes (or growth rates) of IGWs generated spontaneously (section 4).

This review focusses on the small-Rossby-number regime $\epsilon \ll 1$ and on mechanisms of wave generation that apply to well-balanced (in a sense made precise) initial conditions. For completeness, we nonetheless briefly discuss averaging techniques relevant to flows with initial imbalance (section 2.5), as well as the
strong-stratification, small-Froude-number regime in which Lighthill radiation provides alternative mechanisms of wave generation (section 5).

2 Balance and its breakdown

2.1 Primitive equations

To fix ideas, let us consider the primitive equations (PEs)\(^1\) on the \(f\)-plane in the Boussinesq approximation (e.g. Vallis 2006), written as

\[
\begin{align*}
\frac{du}{dt} + f \hat{z} \times u &= -\nabla \phi + b \hat{z}, \quad (2a) \\
\frac{db}{dt} + N^2 w &= 0, \quad (2b) \\
\nabla \cdot u &= 0, \quad (2c)
\end{align*}
\]

where \(u = (u, v, w)\) is the velocity, \(d/dt = \partial_t + u \cdot \nabla\) is the material derivative, \(f\) is the Coriolis frequency, \(\phi\) is a scaled pressure, and \(\hat{z}\) is the vertical unit vector. The buoyancy has been written as \(N^2 z + b\), with a Brunt–Väisälä frequency \(N\) that is assumed constant for simplicity. The form (2) obscures the important point that the dynamics is in fact governed by the evolution of only 3 independent fields. Different choices can made for these fields; it is convenient to take the (perturbation) potential vorticity (PV)

\[
q = (f \hat{z} + \nabla \times u) \cdot (N^2 \hat{z} + \nabla b) - f N^2,
\]

where \(\delta = u_x + v_y\), and the ‘ageostrophic vorticity’ \(\gamma = f (v_x - u_y) - \nabla_h^2 \phi\), where \(\nabla_h^2\) is the horizontal Laplacian (e.g. Mohebalhojeh & Dritschel \(^1\)).

\(^1\)We use the term PEs in a broader sense than is usual to refer to equations filtering acoustic waves but not inertia-gravity waves, without implying that the hydrostatic approximation is made.
In terms of these, (2) become

\begin{align}
\partial_t q & = -u \cdot \nabla q, \\
\partial_t \delta - \gamma & = N_\delta, \\
\partial_t \gamma + K \delta & = N_\gamma,
\end{align}

where \(N_\delta\) and \(N_\gamma\) group nonlinear terms, and \(K\) is the linear operator

\[ K = f^2 + (N^2 - f^2) \nabla_h^2 \nabla^{-2}. \]

Eqs. (4) form a closed system since \((u, \phi, b)\) appearing on the right-hand sides are recovered from \((q, \delta, \gamma)\) by inverting nonlinear elliptic operators. These inversions involve boundary conditions. For domains bounded in the vertical by rigid horizontal lids at \(z = 0, H\), these require to solve

\[ \partial_t b = -u \cdot \nabla b, \quad \text{at} \quad z = 0, H, \]

which follows from (2b) and the condition \(w = 0\) at \(z = 0, H\). Thus the PEs have the two dimensional fields \(b(x, y, 0, t)\) and \(b(x, y, H, t)\) as additional degrees of freedom. Further complications arise in the horizontal, especially for multiply connected domains (cf. Yuan & Hamilton 1994, Muraki et al. 1999).

Linearising (4) and assuming normal-mode solutions \((q, \delta, \gamma) \propto e^{i(k \cdot x - \omega t)}\), with \(k = (k, l, m)\) a wavevector, leads to the three branches of the dispersion relation

\[ \omega_0 = 0 \quad \text{and} \quad \omega_{\pm} = \pm \left( f^2 + \frac{(N^2 - f^2) \kappa^2}{\kappa^2 + m^2} \right)^{1/2}, \]

where \(\kappa = (k^2 + l^2)^{1/2}\) is the horizontal wavenumber. The first branch corresponds to the vortical, or balanced mode; the other two branches correspond to IGWs propagating in the directions of \(\pm k\) (e.g. Gill 1982). For \(N > f\) (typically \(N \gg f\)), the IGW frequencies are bounded from below by \(f\): \(|\omega_{\pm}| \geq f\).
The balanced mode describes the dynamics of PV which is trivial at a linear level but in fact governed by nonlinear advection. A relevant frequency for this part of the dynamics is therefore $\omega_0 \approx U/L$, where $U$ and $L$ are characteristic horizontal velocity and length scales, rather than 0. This leads to the ratio between the frequencies of the vortical and balanced modes

$$\frac{\omega_0}{\omega_{\pm}} \approx \frac{U}{L (f^2 + (N^2 - f^2)\kappa^2/(\kappa^2 + m^2))^{1/2}}$$

$$\approx \frac{\epsilon}{(1 + (s^2 - 1)\kappa^2/(\kappa^2 + m^2))^{1/2}} \leq \epsilon,$$  \hspace{1cm} (7)

where the Rossby number $\epsilon$ is defined in (1) and $s = N/f$ is assumed to satisfy $s > 1$. In the atmosphere, typical values are $U \approx 10 \text{ m s}^{-1}$, $L \approx 1000 \text{ km}$ and $f \approx 10^{-4} \text{ s}^{-1}$, yielding $\epsilon \approx 0.1$; in the ocean, typical values of $\epsilon$ are smaller still. Thus, at large scales, the atmosphere and ocean are in the rapidly rotating, small-Rossby-number regime, $\epsilon \ll 1$, in which $|\omega_{\pm}| \gg |\omega_0|$.

The regime $\epsilon \ll 1$ is not the only one in which the frequencies are widely separated. Another appears when $\epsilon = O(1)$ for strong stratification, corresponding to a Froude number

$$F = \frac{U}{NH} \ll 1,$$  \hspace{1cm} (8)

where $H$ is a vertical scale. Saujani & Shepherd (2006) propose to use the ratio (7) as small parameter to capture the regimes $\epsilon \ll 1$ and $F \ll 1$ in a unified way. There is however a crucial difference between the two regimes when it comes to spontaneous wave generation. This appears because the spatial scales of the balanced motion and of the waves are not necessarily the same, as assumed so far. The condition $\epsilon \ll 1$ guarantees a frequency separation between between balanced motion and waves regardless of their relative scales. In contrast, the condition $F \ll 1$ guarantees frequency separation only for waves with $\kappa L/(mH) = O(1)$;
waves with shallow enough structure that $\kappa L/(mH) = O(F)$ have low frequencies that match those of the balanced motion; this is central to the mechanism of Lighthill radiation discussed in section 5. The rest of this review focuses on the small-Rossby-number regime $\epsilon \ll 1$.

2.2 Slow manifold, balance relations and balanced models

Using $L/U$ to non-dimensionalise $t$, the PEs (4) can be written in the abstract form

$$\frac{\partial s}{\partial t} = N_s(s, f),$$

$$\frac{\partial f}{\partial t} + \frac{1}{\epsilon} Lf = N_f(s, f),$$

with $s = q$ and $f = (\delta, \gamma/f)$,

$$L = \begin{pmatrix} 0 & -1 \\ 1 + (s^2 - 1) \nabla_h^2 \nabla^{-2} & 0 \end{pmatrix}$$

and the nonlinear terms are again grouped in the right-hand sides. The shallow-water model, often used instead of the more complicated PEs, also fits this form.

It has proved illuminating to study the problem of balance and wave generation by considering the general class of two-time-scale systems described by (9) (Warn et al. 1995): one advantage is that essential properties can be examined unencumbered by the details of specific models; another is that insight is gained from very simple finite-dimensional models fitting the form (9). The defining features of the abstract model are two properties of the spectrum of the linear operator $L$: it is (i) purely imaginary and (ii) bounded from below by 1. The first property, which implies that the linear dynamics of $f$ is oscillatory, reflects the non-dissipative nature of large-scale geophysical fluids; the second ensures the complete frequency separation between slow and fast variables.
LK model: Lorenz obtained this model by truncation of the shallow-water equations, retaining only the amplitudes $s = (u, v, w)$ of 3 vortical modes as slow variables, and the amplitudes of a gravity-wave pair $f = (x, y)$ as fast variables. These amplitudes obey the 5 ODEs

$$
\dot{u} = -vw + \epsilon by, \quad \dot{v} = uw - \epsilon bx, \quad \dot{w} = -uv,
$$

$$
\epsilon \dot{x} = -y, \quad \epsilon \dot{y} = x + buv,
$$

where $\epsilon = U/(fL\sqrt{1 + b^2})$ is the frequency-separation parameter analogous to (7) and $b = \sqrt{gH/(fL)}$. The substitution $(x, y) = C(\cos(\theta/2), \sin(\theta/2))$, where $C$ is a constant, leads to ODEs very similar to those describing the elastic pendulum of Fig. 1.

Lorenz pioneered the use of finite-dimensional models when he proposed his 5-component model (Lorenz 1980), also referred to as Lorenz–Krishnamurthy (LK) model after a subsequent work (Lorenz & Krishnamurthy 1987). See sidebar for details. This model has been studied extensively (Jacobs 1991, Lorenz 1992, Boyd 1994, Fowler & Kember 1996, Camassa 1995, Bokhove & Shepherd 1996, Camassa & Tin 1996). Camassa (1995) and Bokhove & Shepherd (1996) pointed out that it reduces to a two-degree of freedom Hamiltonian system very similar to a simple mechanical system, namely the elastic pendulum, or swinging spring. This consists of a mass attached to a fixed point by a stiff spring which moves in the vertical plane under the combined action of gravity and spring restoring force (Lynch 2002) (see Fig. 1). The small parameter in this case is the ratio of the pendulum frequency to the spring frequency. Like the LK model, the elastic pendulum provides a simple, intuitive model with which to explore balance and spontaneous wave generation: the pendulum oscillations are analogous to the
slow, balanced motion while the fast vibrations are analogous to IGWs.

In two-time-scale systems, the interactions between the slow and fast degrees of freedom are weak. If, as is the case in the atmosphere and ocean, the forcing is predominantly slow, the fast dynamics is only weakly excited. The central idea of balance is to seek the conditions that minimize this excitation. In the first approximation, this is achieved by setting $f = 0$, that is, for the PEs (4), $\delta = \gamma = 0$, corresponding to geostrophic and hydrostatic balance,

$$u = -f\phi_y, \quad v = f\phi_x, \quad b = \phi_z.$$ 

This is a first example of a balance relation relating the fast variables to the slow ones. Numerous balance relations improving on this have been proposed. They are best thought of as defining slow manifolds (Leith 1980, Lorenz 1980). These are manifolds (with dimension $\dim s$) in the state space of the system of the form

$$f = F(s, \epsilon),$$

with $F(s, 0) = 0$, which are nearly invariant and on which the dynamics is slow (Warn et al. 1995, MacKay 2004). Nearly invariant means that trajectories of the full system starting on the manifold stay close to it; this can be measured by the angle between the vector field $(\partial_t s, \partial_t f)$ and the slow manifold. Fig. 2 gives a pictorial representation of a slow manifold, with an indication of an exact trajectory and its balanced projection. Much of the geophysical literature refers to the slow manifold, requiring implicitly that the manifold be exactly invariant. However, since it has become clear that no such invariant object exists for non-dissipative systems (MacKay 2004), it is preferable to conform to the dynamical-systems usage and consider a hierarchy of slow manifolds, or equivalently balance relations, of increasing accuracy.
The derivation of increasingly accurate balance relations can be made systematic by regarding these as approximate solutions of the 'superbalance equation'

$$\epsilon N_s(s, F) \cdot \partial_s F + \mathcal{L}F = \epsilon N_f(s, F)$$ (11)

obtained by introducing (10) into (9). Introducing a power-series expansion of the unknown function $F(s, \epsilon)$,

$$F(s, \epsilon) = \sum_{n=1}^{N} \epsilon^n F^{(n)}(s),$$ (12)

leads to one class of balanced models (Warn et al. 1995); using iterations such as

$$\epsilon N_s(s, F^{(n)}) \cdot \partial_s F^{(n)} + \mathcal{L}F^{(n+1)} = \epsilon N_f(s, F^{(n)}),$$ (13)

where $F^{(n)}$ now denotes the iterate, leads to another (Allen 1993, Warn et al. 1995). Still other balance relations can be derived using the method of bounded derivatives (Kreiss 1991, and references therein) which sets to 0 some derivative $\partial_t^N F$ of the fast variables (see McIntyre & Norton (2000) and Mohebalhojeh & Dritschel (2001) for numerical implementation of these relations as well as for references to their history). The precise form of the balance relations further depends on the choice of the slow and fast variables or, more generally, on the way the slow manifolds are parameterised.

For a given balance relation $F(s, \epsilon)$, that is, for a given slow manifold, the full dynamics can be approximated by projection on the slow manifold. This leads to a reduced balanced model, which filters out fast oscillations. The simplest projection fixes $s$ to yield the balanced model

$$\frac{\partial s}{\partial t} = N_s(s, F(s, \epsilon)).$$ (14)

For the PEs with geostrophic balance, this corresponds to the standard QG model (e.g. Vallis 2006). More accurate balance relations lead to more accurate balanced
models. There is a great deal of freedom in the choice of the projection, which can be exploited to obtain balanced models satisfying desirable properties: the preservation of the Hamiltonian structure of the PEs has attracted a great deal of attention (Salmon 1983, 1985, McIntyre & Roulstone 2002); others properties are the conservation of PV and mass (Mohebalhojeh & McIntyre 2007), the well-posedness of the balanced model, and its validity in multiple regimes.

We do not review here the literature devoted to the derivation and applications of the huge variety of balanced models issued from different balance relations and projections. We simply note that, from an asymptotic viewpoint, all balance relations and balanced models of a given accuracy are equivalent, differing only by terms that are smaller than the error made in approximating the superbalance equations.

2.3 Breakdown of balance and spontaneous generation

The accuracy of balance relations can be improved order-by-order in \( \epsilon \) without any apparent obstacles. A natural question, therefore, is whether an exact solution of the superbalance relation, corresponding to an exactly invariant slow manifold, can be found. This question, for some time controversial, has generated a great deal of activity (e.g. Lorenz 1980, Vautard & Legras 1986, Warn & Menard 1986, Lorenz 1986, 1992, Warn 1997). For the elastic pendulum, it has an intuitive interpretation: given the initial angle and angular velocity of the pendulum, is it possible to find an initial spring stretch and velocity such that fast oscillations of the spring are never excited subsequently.

The answer to this question can be found in the dynamical-systems literature and hinges on the non-dissipative nature of the relevant models: whereas for dis-
sipsitive systems, exactly invariant, attracting slow manifolds can be obtained, this is not the case for non-dissipative systems. For (generic) non-dissipative systems, there is no exactly invariant slow manifold. The series-expansion or iteration procedures used to compute slow manifolds can be carried out to arbitrary accuracy $O(\epsilon^N)$, but they do not converge as $N \to \infty$. These procedures are only asymptotic: for fixed $N$, the error decreases as $\epsilon \to 0$; but for fixed $\epsilon$, the error decreases as $N$ increases up to some optimal value $N_\epsilon$, then increases (e.g. Bender & Orszag 1999). The divergence is not the product of particular asymptotic procedures; rather it is a consequence of the fundamental property of non-existence of an invariant manifold.

Using the asymptotic nature of the power series or iterations used to construct slow manifolds, it is possible to put an upper bound on the amplitude of the fast motion. A typical behaviour for the coefficients $F^{(n)}$ in (12) is factorial-like growth: $F^{(n)} \propto n!$ as $n \to \infty$. A slow manifold with near-optimal accuracy is obtained by optimal truncation, that is by choosing the number of terms $N$ in the series as the number $N_\epsilon$ which minimises the last term $\epsilon^N F^{(N)} \propto \epsilon^N N!$. It follows that $N_\epsilon \propto \epsilon^{-1}$, leading to an accuracy that is exponential in $\epsilon$, of the form $\exp(-\alpha/\epsilon)$ for some $\alpha > 0$ (multiplied by a prefactor $\gamma \epsilon^\beta$ for some $\beta$ and $\gamma$).

The non-existence of an exactly invariant slow manifold means that, however well initialised, the slow evolution of balanced motion is always accompanied by fast motion; in other words spontaneous generation — of fast oscillations for the elastic pendulum, of IGWs for geophysical flows — is inevitable, as represented schematically in Fig. 3. This led Warn (1997) to introduce the notion of fuzzy slow manifold to describe, in a loose way, the narrow region surrounding the most accurate slow manifolds. The optimal-truncation argument sketched above
indicates that the spontaneous generation of IGW is exponentially small in $\epsilon$; in other words, the width of the fuzzy manifold is exponentially small. This point was made by Lorenz & Krishnamurthy (1987), on the basis of numerical solutions of the LK model, and by Warn (1997). It can be understood heuristically by interpreting wave generation as caused by the resonant excitation of fast motion by the high-frequency component of the slow motion; this high-frequency component is exponentially small if the slow motion is analytic in $t$ and hence has a power spectrum that decays exponentially at large frequencies.

The heuristic arguments above can be made rigorous using a method of Nekhoroshev (1977) and Neishtadt (1982) which yields exponentially small bounds on the accuracy of slow manifolds obtained by optimally truncated iterations (see also Gelfreich & Lerman 2002, MacKay 2004). This method has been applied for simple geophysical models by Cotter (2004), Cotter & Reich (2006) and Wirosoetisno (2004). More recently, Temam & Wirosoetisno (2007, 2010, 2011) considered the hydrostatic PEs including viscous terms and obtained a bound of the form $\exp(-\alpha/\epsilon^{1/3})$ using a method adapted to dissipative PDEs (Matthies 2001). The bound in this case relies on dissipation and increases rapidly with the Reynolds number; this limits its direct relevance to geophysical systems, where the Rossby number $\epsilon$ is much larger than the inverse Reynolds number.

### 2.4 Beyond all orders

The fact that spontaneous generation is exponentially small in $\epsilon$ does not mean that it is negligible or impossible to compute. To illustrate the first point, Fig. 4 shows the evolution of one of the fast variables in the LK model for an initial condition analogous to that of a pendulum starting near its upright position. Because
the corresponding balanced motion is asymptotic to a constant as $t \to \pm \infty$, the identification of fast oscillations is straightforward: clearly, the evolution leads to the excitation of oscillations around $t = 0$. The amplitude of these oscillations decreases sharply with $\epsilon$, as expected from the exponential dependence, but it is significant compared with the changes associated with the balanced evolution for $\epsilon$ moderately small.

The second point is that it is possible to derive asymptotic estimates for the fast oscillations generated spontaneously in a model such as the LK model using the techniques of exponential asymptotics. Several approaches are available to capture the exponentially small terms (e.g. Segur et al. 1991, Olde Daalhuis et al. 1995, Balser 2000, Hakim 1991). These approaches recognise that the total solution is the sum of a dominant, balanced contribution, given by a first asymptotic series, and a subdominant contribution representing fast oscillations and given by another series. Spontaneous generation corresponds to the switching on of the second series by the first, and is an instance of the Stokes phenomenon (e.g. Ablowitz & Fokas 1997).

To understand the origin of the switching on, let us consider a single solution starting near a slow manifold. The fast variables can be written as

$$f(t) = \sum_{n=1}^{N} \epsilon^n f^{(n)}_{\text{bal}}(t) + f^{(N)}_{\text{rem}}(t),$$  \hspace{1cm} (15)

where the terms in the series, obtained by straightforward expansion, represent the balanced part of the solution. The remainder $f^{(N)}_{\text{rem}}(t)$ satisfies an equation of the form

$$\epsilon \partial_t f^{(N)}_{\text{rem}} + \mathcal{L}f^{(N)}_{\text{rem}} = -\epsilon^{N+1} \left( \partial_t f^{(N)}_{\text{bal}} + \cdots \right)$$  \hspace{1cm} (16)

where $\cdots$ groups nonlinear terms whose details are unimportant for our argument. For $N = O(1)$, the first term is negligible, and the remainder can be approximated
as $\epsilon^{N+1} L^{-1} \left( \partial_t f^{(N)}_{\text{bal}} + \cdots \right) = \epsilon^{N+1} f^{(N+1)}_{\text{bal}}$. This amounts to the addition of an extra term to the asymptotic series in (15). The process cannot be continued for arbitrary large $N$, however. Because of repeated time differentiation, the right-hand side grows: roughly, for smooth solutions, $f^{(N)} \propto \partial_t^N f^{(0)} \propto N!/(t - t_*)^N$, where $t_*$ is the complex-time singularity of $f^{(0)}$ nearest the real line (Berry 2005).

Near optimal truncation, say $N \sim N_\epsilon \propto \epsilon^{-1}$, the right-hand side is exponentially small but a rapidly varying function for $t$ near $\tau = \text{Re} t_*$. As a result, the time derivative on the left-hand side of (16) cannot be neglected, and the remainder $f^{(N)}_{\text{rem}}$ is dominated by rapid oscillations.

The techniques of exponential asymptotics provide approximations for $f^{(N)}_{\text{rem}}$ and hence for the oscillations generated spontaneously; they also reveal a number of qualitative features. First, the generation — the switching on of the subdominant series — occurs at the specific time $t = \tau = \text{Re} t_*$ corresponding to the intersection of the real $t$-axis with the line, termed Stokes line, joining the singularities $t_*$ and $\bar{t}_*$ of the balanced motion. This explains the sudden generation at $t = 0$ observed for the solutions in Fig. 4 for which $\tau = 0$. Moreover, the switching on occurs on an $O(\epsilon^{1/2})$ time scale and is generically described by an error function (Berry 1989).

Second, it emerges that $t_*$ controls the constant $\alpha$ in the asymptotics $\exp(-\alpha/\epsilon)$ of spontaneous generation: in the simplest cases, $\alpha = |\omega \pm \text{Im} t_*|$, where $\omega \pm$ is the scaled IGW frequency. The connection is not surprising: heuristically, the oscillation amplitude depends on the content of the balanced signal at the IGW frequency $\omega \pm /\epsilon$; this is precisely given by $\exp(-|\omega \pm \text{Im} t_*|/\epsilon)$.

Finally, the exponential-asymptotics techniques rely on an approximation to $f^{(n)}_{\text{bal}}$ for $n \gg 1$ (the so-called late terms of (15)). This implies that the expo-
nentially small terms cannot be estimated from the leading-order approximation (QG in the geophysical context) to the balanced motion only but require a much more detailed understanding of this motion. This contrasts with the situation in the small-Froude-number regime (see section 5) and suggests that an analytic description of spontaneous generation will only be practical for highly simplified models. Such a description has been obtained for the LK model (Vanneste 2004) and for simple solutions of the fluid equations (see section 4 below). The results for the LK model are illustrated by Fig. 5 which shows an estimate of the unbalanced part of the fast variable $x$ derived from a highly accurate balance relation. The fast oscillations are clearly switched on around the time $t = \tau = 0$ and are in agreement with asymptotic predictions.

It may be noted that knowledge of the asymptotic behaviour of the late terms, $f_{\text{bal}}^{(n)}$ for $n \gg 1$, makes it possible to apply a Borel-resummation technique (e.g. Hinch 1991) in order to give a finite meaning to the divergent series representing the balanced motion. In principle at least, this allows to define a unique slow manifold which is essentially invariant except across Stokes lines where spontaneous generation takes place (Vanneste 2008a). This is illustrated schematically in Fig. 3.

The discussion in this section emphasises the temporal aspects of spontaneous generation as relevant to ODE models; for PDEs, however, one also needs to consider spatial aspects. In particular, the asymptotic series defining slow manifolds for PDEs involve repeated spatial differentiations, leading to a divergence associated with singularities of the balanced motion in (complex) space. Much less is known about these aspects, although the approach of Temam & Wirosoetisno (2007, 2010, 2011), which relies on a spectral expansion of the spatial depen-
dence truncated in an $\epsilon$-dependent manner, provides a way of establishing the exponential accuracy of balance for PDEs.

2.5 Averaging

Spontaneous generation of IGWs arises in flows that are assumed to be well balanced. This assumption is motivated to some extent by the low level of IGW activity in large parts of the atmosphere, but also by the links with initialisation procedures and by the pragmatic view taken that IGWs are so poorly constrained by observations that they are better neglected. However, the time-scale separation between balanced motion and IGWs leads to interactions between the two types of motion that are weak even for IGWs with $O(1)$ amplitudes. This is captured by averaging the PEs over the fast IGWs time scale to obtain slow equations which govern both the balanced motion and the amplitude (but not the phase) of IGWs (Embid & Majda 1996, 1998, Majda & Embid 1998, Babin et al. 2000, 2001, 2002, Wirosoetisno et al. 2002). These equations, which retain only resonant interactions, have an interesting structure: first, to leading-order, the balanced dynamics is governed by the QG equations just as it is near a slow manifold. This is a consequence of the conservation of PV and the resulting vanishing of the quadratic forcing of balanced modes by IGWs (Warn 1986). Second, IGW interactions are restricted to waves with the same frequency catalysed by the balanced motion. Third, the behaviour of IGWs differs qualitatively in bounded and unbounded domains. In the latter case, the rapid dispersion of IGWs to infinity further limits their possible effect on the balanced motion (Reznik et al. 2001, Zeitlin et al. 2003).
3 Numerical simulations

In recent years, a number of high-resolution numerical simulations of the PEs have demonstrated the relevance of spontaneous IGW generation to realistic atmospheric and oceanic flows. Such simulations are delicate because of the small amplitudes and often small scales of the waves generated. Not surprisingly, most attention has been paid to flows in which \( \epsilon \) is order-one or even large so that wave generation is strong and the physical implications are the most direct. Nonetheless, in interpreting these simulations, it is often possible to make contact with the theoretical developments valid for \( \epsilon \ll 1 \) summarised in the previous section.

If \( \epsilon \gtrsim 1 \) everywhere in a flow, the notion of balance is not well defined, and it is difficult to isolate a possible IGW component. But when \( \epsilon \gtrsim 1 \) only in localised regions, the separation between balanced motion and IGWs is possible away from these regions, which can then be regarded as localised sources of IGWs. In situations of this type, wave generation is not strictly speaking caused by balanced motion as discussed so far since the dynamics is not balanced at the generation site. A well studied example, which we now discuss, is the generation by fronts which arise near horizontal surfaces.

3.1 Surface-intensified flows

Balanced dynamics at horizontal surfaces — earth’s surface and tropopause for the atmosphere, sea surface and floor for the ocean — is controlled by the advection of surface potential temperature (for the atmosphere) or buoyancy (for the ocean, see (5)). This dynamics is very different from the dynamics in the interior: whereas the cascade to small scales that characterises complex motion leads to Rossby numbers that are essentially scale independent in the interior,
the analogous cascade at the surface leads to Rossby numbers that increase as
the flow scale decreases. This is demonstrated most clearly using the surface QG
model (Blumen 1978, Juckes 1994, Held et al. 1995). The upshot is that large
Rossby numbers $\epsilon \gtrsim 1$ appear locally in small-scale features such as fronts and
filaments even though the flows are balanced at large scales; IGW generation is
a consequence.

This type of generation has been studied in detail in PE versions of classical
two-dimensional models of frontogenesis (Hoskins & Bretherton 1972, Williams
1967). In these models, the scale cascade is so rapid that the balanced evolution
(described by the semi-geostrophic model) predicts a finite-time singularity. Two-
dimensional numerical simulations show that the breakdown of balance associated
with this singularity is accompanied by the generation of IGWs which are strong
in the case of intense frontogenesis (Snyder et al. 1993, Griffiths & Reeder 1996,
Reeder & Griffiths 1996, and references therein). A key observation is that the
IGW amplitudes are the largest in frontogenesis scenarios that have the fastest
evolution, consistent with the role played by the high-frequency content of the
balanced signal discussed in section 2.4. Note that the finite-time singularity of
the balanced motion invalidates the hypothesis of smooth time dependence that
is critical for the exponential smallness of IGW generation. More recent work
has examined fully three-dimensional flows: McWilliams et al. (2009) analyse
the growth of three-dimensional unbalanced motion (not specifically IGWs) in a
simple model of frontogenesis; Capet et al. (2008a,b) and Danioux et al. (2012)
consider more complex, fully turbulent ocean flows, with the latter focusing on
IGWs observed at depth.
3.2 Baroclinically unstable flows

Another mechanism of wave generation has been examined in simulations of baroclinically unstable flows by several authors, starting with O'Sullivan & Dunkerton (1995). This mechanism corresponds more closely to spontaneous generation by balanced flows as discussed in section 2.4. Unlike the frontal mechanism, it does not appear to rely on a cascade leading to $\epsilon \gtrsim 1$ at small scales and may be expected to persist for $\epsilon \ll 1$. In the simulations to date, however, $\epsilon$ is typically not small, so that the IGWs are readily detectable in fast fields such as horizontal divergence $\delta$ or vertical velocity.

The simulations of O’Sullivan & Dunkerton (1995) showed that near-balanced baroclinic life cycles are accompanied by the spontaneous generation of IGW wavepackets of relatively large horizontal scales ($\sim 500$ km) and low frequencies ($\sim 1.5f$) near the exit of the jet that appears in the evolution. This result, initially controversial because of its apparent sensitivity to numerical resolution, has been confirmed and refined in several subsequent studies (Zhang 2004, Plougonven & Snyder 2005, Viúdez & Dritschel 2006, Plougonven & Snyder 2007). These demonstrate conclusively that IGWs are generated spontaneously in interior regions characterised by strong Lagrangian transience (IGWs are also generated near the surface, through the frontogenesis process described above). In most simulations, these regions neighbour the tropopause, so that the surface effects of section 3.1 may be relevant; however, IGWs also appear in the absence of a sharp tropopause (Viúdez & Dritschel 2006).

An example of IGW emission by baroclinic instability is shown in Fig. 6 (based on Plougonven & Snyder (2007)). The wave scales are relatively large, of the order of hundreds of kilometres, when the waves are generated, but they decrease
rapidly as the waves propagate through the sheared and strained background flow (Plougonven & Snyder 2005). This makes the simulation of wave propagation challenging, but the generation process is thought to be well resolved. The waves shown in the figure are generated near the tropopause; waves are also generated near the surface but appear later in the simulation. Numerical results such as these are in qualitative agreement with observations of IGWs thought to be generated spontaneously (e.g. Guest et al. 2000).

3.3 Dipolar flows

Particularly clear instances of spontaneous generation by balanced flows are provided by numerical studies of the propagation of vortex dipoles in the PEs. Two distinct but closely related examples demonstrate that IGWs accompany what is, in balanced approximations, the steady translation of a pair of counterrotating vortices. In the first example, the vortices correspond to PV anomalies in the fluid’s interior (Viúdez 2006, 2007, 2008, Wang & Zhang 2009, Wang et al. 2009); in the second they correspond to anomalies of potential temperature at the lower boundary of a fluid with uniform PV (Snyder et al. 2007, 2009, Wang et al. 2009). In both cases, numerical simulations of the PEs are carried out with the steadily translating balanced solution as initial condition. This translating solution should persist in a slightly deformed way in higher-order balanced models. The PE simulations, however, reveal the presence of an IGW packet, translating at the speed of the dipole and located above (and below in the case of the interior dipole) it. Fig. 7, showing the vertical velocity for a surface-potential-temperature dipole, illustrates the spatial structure of the IGWs and suggests they have horizontal and vertical scales substantially shorter than those of the dipole. This can be un-
derstood from the dispersion relation (6): with $U$ the dipole’s translation speed, the frequency of the balanced motion, estimated as the Doppler-shift frequency $U\kappa$, matches the intrinsic frequency of IGWs provided that the horizontal and vertical wavenumbers satisfy $\kappa L = O(\epsilon^{-1})$ and $m/\kappa = O(1)$, where $\epsilon$ is based on the horizontal scale $L$ of the dipole.\footnote{As noted by Snyder et al. (2009), McIntyre (2009) and Vanneste (2008b), an analogous frequency matching is not possible for shallow-water flows because of the fixed vertical scale.}

Snyder et al. (2009) consider the mechanism of IGW generation in detail. They rule out the possibility of an unbalanced instability of the balanced flow (see section 4.2 below) and suggest instead that the IGWs are an integral part of the solution in the PEs. To provide support for this interpretation, they carry out a simulation of the linearised PEs forced by the difference between two time tendencies, that predicted by the QG approximation, and that predicted by the PEs. In essence, this amounts to considering the perturbative scheme (15)–(16) with $N = 1$ and with $\mathcal{L}$ the linearisation about the QG solution. The simulation produces an IGW pattern that is similar to that obtained in the PEs, although the amplitude is larger (see also Wang & Zhang 2009)). This suggests that the IGWs are a part of the full PE solution, which arises from the resonant projection of nonlinear balanced terms on the IGW operator as described in section 2.4. \footnote{For dipoles with piecewise-constant PV or potential temperature, the IGW amplitudes may not be exponentially small because the balanced fields are not completely smooth.}

The IGWs radiated by vortex dipoles are analogous to IWGs generated by topography in small-Rossby-number flows. For these, the balanced response is also complemented by exponentially small IGWs (Muraki 2003). There are differences, however, including the fact that the flow over topography needs to be maintained against mountain drag, whereas in the dipole case the flow is un-
forced. Furthermore, although time-independent (in a translating frame of reference) in balanced approximations, the flow is presumably slowly evolving in the PEs because of IGW radiation. Another analogy can be drawn with solutions to a class of perturbed Koretweg–de Vries equations. These admit steadily translating solutions to all orders in the perturbation size, namely solitons with exponentially decaying tails, which turn out to be weakly radiating beyond all orders (Grimshaw & Joshi 1995, Pomeau et al. 1988). As in the dipole case, the complete solution (assuming no upstream influence) is not steadily translating because of the energy loss associated with radiation.

4 Analytical models

The numerical simulations discussed above provide ample evidence for spontaneous generation in near-balanced flows. However, the relation of these simulations with the theoretical arguments reviewed in sections 2.3–2.4 is not completely transparent, partly because the Rossby numbers used are at best moderately small. It is possible, however, to demonstrate the relevance of these arguments by considering much simpler flows which can be examined using the analytical methods of exponential asymptotics mentioned in section 2.4. These idealised flows reveal two types of mechanisms: the first is the generation of IGWs by transient balanced flow in a manner similar to the generation of fast oscillations in the LK model; the second is the instability of steady flows to unbalanced perturbations. In the first case, the amplitudes of the IGWs generated are exponentially small, whereas in the second case the growth rates of the instabilities are exponentially small.
4.1 Transient generation

The generation by transient balanced flows can be demonstrated by considering perturbations to simple background flows which depend linearly on space. Perturbations to such flows may be represented by plane waves with time-dependent wavevector and amplitudes (e.g. Craik & Allen 1992). The appeal of these solutions is broader since they also describe the dynamics of small-scale wavepackets propagating in more general background flows. This is the essence of the geometric-optics approach to fluid stability (e.g. Friedlander & Lipton-Lifschitz 2003) applied to rotating stratified flows in Guimbard & Leblanc (2006). It can be employed in the context of spontaneous generation to provide some intuition on the mechanism of transient generation (Aspden & Vanneste 2010).

The main idea is to add perturbations in the form of a small-scale wavepacket to a (possibly time-dependent) background solution of the PEs (2). Denoting the background velocity and buoyancy fields by $U(x,t)$ and $B(x,t)$, we write

$$u = U(x,t) + \hat{u}(x,t)e^{i\theta(x,t)/\delta} + \text{c.c.} \quad \text{and} \quad b = B(x,t) + \hat{b}(x,t)e^{i\theta(x,t)/\delta} + \text{c.c.},$$

where $\theta$ is a phase, $\delta \ll 1$ is a small parameter characterising the scale separation between large-scale background flow and small-scale perturbation, and c.c. denotes the complex conjugate of the previous term. The hatted variables are then expanded in powers of $\delta$ and the hypothesis of linearity $\hat{u} \ll U$ and $\hat{b} \ll B$ is made. Introducing into (2) gives $\partial_t \theta + U \cdot \nabla \theta = 0$ to leading order. This implies that the phase $\theta$ can be obtained by solving the ODEs

$$\dot{x} = U \quad \text{and} \quad \dot{k} = -D^T k, \quad \text{where} \quad D = \nabla U,$$

for the position $x(t)$ and wavevector $k(t) = \nabla \theta(x(t),t)$ of the wavepacket. Note that this corresponds to the standard WKB treatment of waves in slowly varying
media in the particular case of a dispersion relation $\omega = U \cdot k$ which neglects the intrinsic frequency compared to the Doppler-shift term.

The next order in $\delta$ yields equations for the hatted variables which are solved as ODEs along the characteristics in (17). Using incompressibility, $k \cdot \hat{u} = 0$, these can be reduced to equations for the PV

$$\dot{\hat{q}} = (k \times \hat{u}) \cdot (N^2 \hat{z} + \nabla B) + (\Omega \cdot k) \hat{b},$$

with $\Omega = f\hat{z} + \nabla \times U$ the absolute vorticity, vertical component of the vorticity, $\hat{\zeta} = \hat{z} \cdot (k \times \hat{u})$, and vertical velocity $\hat{w} = \hat{z} \cdot \hat{u}$. These take the form

$$\dot{\hat{q}} = 0,$$

$$\dot{\hat{\zeta}} = (\Omega \cdot k) \hat{w} + \hat{z} \cdot D(k \times \hat{u}),$$

$$\dot{\hat{w}} = -\frac{fm}{k^2 + m^2} \hat{\zeta} + \frac{\kappa^2}{k^2 + m^2} \hat{b} + \left(\frac{2m}{k^2 + m^2} k - \hat{z}\right) \cdot D\hat{u}.$$

This is a closed system of ODEs since $\hat{u}$ and $\hat{b}$ can be expressed in terms of $\hat{q}$, $\hat{\zeta}$ and $\hat{w}$. It has been derived here in the geometric-optics context assuming $\delta \ll 1$ but can also be obtained without approximation if the background flow is exactly linear in $x$, that is, if $\nabla U$ and $\nabla B$ are constant. No assumption is made on $\epsilon$, so the system may be used to examine spontaneous generation for $\epsilon = O(1)$. We focus here on the regime $\epsilon \ll 1$.

In this regime, $\Omega = f\hat{z} + O(\epsilon)$, $\nabla B = O(\epsilon)$ and the system reduces to

$$\dot{\hat{q}} = 0,$$  \hspace{1cm} (18a)

$$\dot{\hat{\zeta}} - fm\hat{w} = O(\epsilon),$$  \hspace{1cm} (18b)

$$\dot{\hat{w}} + \frac{1}{fm} \left(f^2 + \frac{(N^2 - f^2)\kappa^2}{k^2 + m^2}\right) \hat{\zeta} = \frac{\kappa^2}{fm(k^2 + m^2)} \hat{q} + O(\epsilon).$$  \hspace{1cm} (18c)

Its structure is closely analogous to that of the PEs (2) so that it provides a simple model to study spontaneous generation in a variety of flows. The bal-
anced flow is represented by both the background flow and the balanced part of the perturbation associated with \( \hat{q} \). The effect of Lagrangian transience appear through the time dependence of the wavevector \( \mathbf{k} \) governed by (17); introducing \( \epsilon \) explicitly indicates that \( \mathbf{k} \) evolves on the slow time scale: \( \mathbf{k} = \mathbf{k}(\epsilon t) \).

The essence of the generation mechanisms described by (18) is best understood by writing a single ODE, say for the vertical vorticity \( \hat{\zeta} \). With the substitution \( t \mapsto \epsilon t \) corresponding to the use of the slow time scale, this takes the form

\[
\epsilon^2 \left( \hat{\zeta} + b(t)\dot{\hat{\zeta}} \right) + \left( \omega^2(t) + O(\epsilon) \right) \dot{\hat{\zeta}} = c(t)\hat{q},
\]

where the scaled IGW frequency \( \omega(t) = (1 + (s^2 - 1)\kappa^2/(\kappa^2 + m^2))^{1/2} \) and the functions \( b(t) \) and \( c(t) \) depend on time through \( \kappa(t) \) and \( m(t) \). The balanced part of \( \hat{\zeta} \) corresponds to the inhomogeneous solution to this equation and is found as an asymptotic series, starting as

\[
\hat{\zeta} = \frac{c(t)}{\omega^2(t)} \hat{q} + O(\epsilon),
\]

in agreement with the general scheme described in section 2.4. The IGW part of the solution is obtained using a WKB approximation and reads

\[
\hat{\zeta} = A_\pm e^{i \int \omega(t') dt'/\epsilon} \left( e_\pm(t) + O(\epsilon) \right) + A_- e^{-i \int \omega(t') dt'/\epsilon} \left( e_- (t) + O(\epsilon) \right),
\]

where \( A_\pm \) are arbitrary constants and the functions \( e_\pm(t) \) are expressed in terms of \( \omega(t), b(t) \) and the \( O(\epsilon) \) terms in (19). Assuming smooth time dependence, the three components of the solution — balanced part and two IGWs with frequencies \( \pm \omega \) — are uncoupled to all orders in \( \epsilon \). In particular, an initially balanced solution with \( A_\pm = A_- = 0 \) remains balanced to all orders. Exponentially small effects lead to change in \( A_\pm \). They give rise to two distinct mechanisms of spontaneous generation, both arising from the time dependence of the coefficients in (19).
The first is characterised by $\hat{q} \neq 0$ and $A_+ = A_- = 0$ at some initial time. The corresponding solution lies initially on an (optimally truncated) slow manifold but leaves it subsequently, when $A_\pm$ change to non-zero, exponentially small values. As explained in section 2.4, this occurs at times $t = \tau = \text{Re}t_*$, where the singularities $t_*$ and $\tilde{t}_*$ of the balanced motion are seen from (20) to satisfy $\omega(t_*) = \omega(\tilde{t}_*) = 0$. These times are (complex) turning points of (19) in whose neighbourhood both the expansion of the balanced solution and the WKB approximation break down. The physical interpretation is clear: when $\omega(t)$ is close to zero, there is no time scale separation, and balanced motion and IGW are fully coupled. An exponential-asymptotics analysis can be carried out to estimate the change in $A_\pm$ at $t = \tau$. The details are somewhat involved, but the dominant dependence of the change on $\epsilon$ is simple:

$$A_\pm \asymp \exp(-\alpha/\epsilon), \quad \text{where} \quad \alpha = |\text{Im} \int_{\tau}^{t_*} \omega(t) \, dt|, \quad (22)$$

where the symbol $\asymp$ indicates that a prefactor $\gamma \epsilon^\beta$ is ignored. This formula quantifies the intuitive notion that spontaneous generation of IGWs is stronger in regions characterised by strong Lagrangian transience: indeed, the distance $|t_* - \tau|$ can be thought of as a Lagrangian time scale relevant to the generation process.

Vanneste & Yavneh (2004) applied matched asymptotics to obtain an estimate of the amplitude of the IGWs generated by this mechanism in the case of a horizontal, linear shear flow $U = (\Lambda y, 0, 0)$ with $B = 0$ considered earlier by McWilliams & Yavneh (1998) (see also Ólafsdóttir et al. 2005). In this case, a plane wave with wavevector $k(t) = (k, -\Lambda kt, m)$, where $k$ and $m$ are positive constants, is an exact nonlinear solution of the perturbation equations. The estimate shows that spontaneous generation is strongest for perturbations with
aspect ratio $m/k = N/f$, recognised as the natural aspect ratio of QG flows. The generation is also stronger in anticyclonic flows ($\Lambda > 0$) than in cyclonic flows ($\Lambda < 0$). Ólafsdóttir et al. (2008) took advantage of the fact that arbitrary linear perturbations can be represented as a superpositions of plane waves to obtain an approximation for the IGWs generated by a sheared ellipsoidal vortex.

More recently, Lott et al. (2010, 2012) used a different approach to estimate the amplitude of the IGWs associated with a PV perturbation in a vertical shear flow $U = (\Lambda z, 0, 0)$. This approach emphasises the importance of inertial levels, that is, altitudes where the Doppler-shifted IGW frequency matches the Coriolis frequency $f$. A more complicated background flow, generated by a point-vortex dipole, is considered in Aspden & Vanneste (2010).

The second mechanism of IGW generation described by (19) is characterised by $\hat{q} = 0$ and $A_{\pm} \neq 0$ at $t = 0$ and represents a pure IGW pair. If (19) with $\hat{q} = 0$ predicts the growth of $A_{\pm}$, there is an instability which amplifies infinitesimal IGWs to finite amplitude. This can be interpreted as a mechanism of spontaneous generation even though it differs from the ones described so far by requiring a (small) initial imbalance. For flows with closed streamlines such that $k(t)$ and hence the coefficients in (19) are periodic, some solutions are expected to grow through parametric instability (e.g. Bender & Orszag 1999) provided that some resonance conditions are satisfied. For $\epsilon \ll 1$, this translates into the existence of exponentially narrow regions in parameters space for which the solution grows at an exponentially small rate. This is demonstrated explicitly for the elliptical flow $U = (ay, -bx, 0)$, where $a \neq b$ are constants, in Aspden & Vanneste (2009), following numerical work by Miyazaki (1993) and McWilliams & Yavneh (1998).

The growth of IGW amplitudes can also be expected in more complex flows,
e.g. leading to chaotic trajectories. Modelling the velocity gradient $D$ along Lagrangian trajectories by stationary random processes, (19) is a linear ODE with multiplicative (stationary) noise; its solutions grow exponentially in the long-time limit at a rate given by the largest Lyapunov exponent. In the limit $\epsilon \to 0$, and under the assumption that the random processes are smooth, this Lyapunov exponent can be shown in simpler but similar ODEs to be exponentially small (A. M. Davie, personal communication). However, for non-smooth coefficients, with frequency spectra that decay algebraically rather than exponentially at high frequencies, a power-law dependence is obtained (see, e.g., Arnold et al. 1986). This raises the question of what the (Lagrangian, frequency) power spectrum of $D$ is in realistic turbulent flows.

4.2 Unbalanced instabilities

Many papers assess how the stability properties of simple steady flows classically studied in balanced models change when considered in the context of the PEs. These papers identify unbalanced instabilities, that is, modes of instability that are filtered out in all balanced models and can therefore be interpreted as mechanisms of spontaneous generation. Eady’s model of baroclinic instability, in particular, has been revisited by several authors using the PEs rather than QG equations, starting with Stone (1966, 1970) (see also Nakamura 1988). Similarly, Phillips’s two-layer model has been reconsidered by Sakai (1989). These works uncover unbalanced instabilities associated with the coupling of either two unbalanced IGW or Kelvin modes, or of one unbalanced mode with a balanced mode. The focus was then on regimes with $\epsilon \gtrsim 1$, when these instabilities can dominate over balanced instabilities, but more recent work considers $\epsilon \ll 1$. In the case
of Eady’s model, the growth rates of unbalanced instabilities can be shown to be exponentially small in $\epsilon$ (Molemaker et al. 2005), while for Phillips’s model unbalanced instabilities only exist when $\epsilon$ sufficiently large (Gula et al. 2009). Exponential smallness is again a direct consequence of the fact that the instabilities are filtered out in optimally truncated balanced models. The difference between continuously stratified and layer models, on the other hand, is explained by frequency-matching arguments similar to those noted in section 3.3.

The existence of unbalanced instabilities is more striking in flows which, unlike those of the Eady and Phillips models, are stable in balanced approximations. Several examples of such flows have been studied using numerical or asymptotic methods. These include the rotating Taylor–Couette flow (Yavneh et al. 2001), uniform horizontal shear flow (Vanneste & Yavneh 2007), boundary current (McWilliams et al. 2004) and uniform vertical shear flow over a horizontal surface (Plougonven et al. 2005).

Among the mechanisms of unbalanced instability, several are examples of radiative instabilities, in which the unbalanced mode is an IGW radiating to infinity. Since most studies of radiative instabilities do not assume $\epsilon \ll 1$ (see Plougonven et al. 2005, however) but more often assume a small Froude number, we discuss them in the next section.

5 Small-Froude-number regime

As pointed out in section 2.1, strong stratification, corresponding to a Froude number $F \ll 1$ with $\epsilon = O(1)$, leads to a regime of time-scale separation between balanced motion and IGWs that differs from the small-Rossby-number regime $\epsilon \ll 1$ considered so far. To see this, rewrite the ratio (7) of (nonlinear) vortical
frequency to IGW frequency as

$$\frac{\omega_0}{\omega_{\pm}} \approx \frac{1}{(\epsilon^{-2} + F^{-2}(1 - s^{-2})\gamma^2/\gamma^2 + \gamma^2 H^2/L^2)^{1/2}},$$

where $\gamma = \kappa L/(mH)$ compares the aspect ratio $\kappa/m$ of the IGWs with the aspect ratio $H/L$ of the balanced flow. For $s = N/f > 1$, the condition $F \ll 1$ ensures that the time-scale separation holds, but only provided that $\gamma = O(1)$: IGWs with $\gamma = O(F)$ have a frequencies which match the balanced-mode frequency. As a result, the regime $F \ll 1$ differs drastically from the regime $\epsilon \ll 1$: not matter how small $F$ is, IGWs with a small enough aspect ratio (usually because of large horizontal scales) can be excited resonantly by the balanced flow. Spontaneous generation of IGWs is therefore stronger for $F \ll 1$, with amplitudes or growth rates that scale like $F^2$.

In the shallow-water context, with $F = U/\sqrt{gH}$, where $H$ is now the fluid depth, the frequency ratio takes the simpler form

$$\frac{\omega_0}{\omega_{\pm}} \approx \frac{1}{(\epsilon^{-2} + F^{-2}(\kappa L)^2)^{1/2}},$$

which makes clear that IGWs with long horizontal scales $\kappa^{-1} = O(F^{-1}L)$ can be excited resonantly. In the absence of rotation ($\epsilon = \infty$), the mechanism of this excitation is equivalent to the Lighthill radiation of sound by vortical motion in weakly compressible fluids (Lighthill 1952, Howe 2002), with $F$ playing the role of the Mach number.\(^4\) Ford (1994a) extended Lighthill’s approach to the rotating case $\epsilon = O(1)$ and applied it to study IGWs emitted by a barotropically unstable flow. The approach, which relies on the spatial-scale separation between the localised balanced motion and the much longer IGWs, can be fully justified by

\(^{4}\)A more distant analogue is the radiation of gravitational waves by Newtonian mass motion discovered by Einstein (see e.g Landau & Lifschitz 1975).
matched asymptotics (Crow 1970, Ford et al. 2000). It leads to a wave equation for the IGWs that is driven by nonlinear terms associated with the balanced motion; the quadrupolar nature of these terms ensures that, to leading order, the IGWs generated take the form of a quadrupole.

Several mechanisms of spontaneous generation relying on Lighthill radiation have been examined in shallow-water and continuously stratified fluids. These include emission by rotating elliptical vortices (Ford 1994c, Plougonven & Zeitlin 2002), by unstable jets (Ford 1994a, Sugimoto et al. 2008), and radiative instabilities of axisymmetric vortices (Ford 1994b, Schecter 2008, and references therein). Radiative instabilities can be interpreted as generalisations of the Broadbent & Moore (1979) instability of a Rankine vortex to include rotation and smooth PV profiles. At their heart is the coupling between a balanced mode (Rossby–Kelvin wave propagating along the vortex boundary for the Rankine vortex, a generalisation thereof for smooth vortices), and an IGW which radiates away from the vortex. Specifically, it is the backreaction of the radiation on the vortex that is responsible for the instability. The coupling occurs through a turning point, and the amplitude of the solution at this turning point controls the growth rate of the instability. Because the balanced mode decays algebraically away from the vortex when $F \ll 1$, the growth rate scales algebraically with $F$ (like $F^4$ for the fastest growing mode). When $\epsilon \ll 1$, the spatial decay is exponential leading, to exponentially small growth rates (Dritschel & Vanneste 2006). Note that radiative instabilities have also been considered in the limit of large azimuthal or (for continuously stratified flows) axial wavenumber, where exponentially small growth rates are also obtained (e.g. Ford 1994c, Le Dizès & Billant 2009).

A comprehensive treatment of IGW generation for $F \ll 1$ is provided by the
shallow-water analysis of Ford et al. (2000). This paper carries out matched asymptotics to a large-enough power of $F$ to capture not only the wave radiation mechanism in the manner of Lighthill (1952) and Crow (1970) but also its backreaction on the balanced motion. The result is a new model which, like balanced models, is governed entirely by the evolution of PV but which, unlike balanced models, accounts for the radiation of IGWs to infinity. A fundamental difference with balanced models is that the inversion relating the velocity field to the PV depends on the entire history of the PV (specifically the history of its quadrupole moment). This reflects the fact that the degrees of freedom associated with IGWs are not genuinely filtered out. Rather, they obey integrable equations (because their dynamics is linear) so that their form at any time $t$ can be expressed explicitly in terms of the PV history $q(x,t')$ for $0 \leq t' < t$.

**Summary points**

1. At large scales, the atmosphere and ocean can be regarded as two-time-scale systems, with the Rossby number $\epsilon \ll 1$ measuring the time-scale separation between slow balanced motion and fast IGWs.

2. Balance relationships, defining slow manifolds, and the corresponding IGW-filtering balanced models can in principle be constructed to accuracy $O(\epsilon^N)$ for $N$ arbitrarily large. However, the perturbative schemes employed for this construction diverge as $N \to \infty$.

3. The divergence reflects the non-existence of exactly invariant slow manifolds and the inevitability of spontaneous IGW generation from near-balanced initial conditions. Because they can be eliminated to $O(\epsilon^N)$ for any $N$, the generation processes are exponentially weak in $\epsilon$ for balanced motion that
is smooth in time and space.

4. Numerical simulations have identified IGWs generated spontaneously in baroclinic life cycles, in dipolar flows, and in surface-intensified flows. These, together with analytical models, emphasise the importance of Lagrangian transience as an essential ingredient for spontaneous generation. The extreme sensitivity to $\epsilon$ typified by exponential smallness results in strongly non-uniform wave generation.

5. Spontaneous IGW generation can be captured analytically in simple models using the methods of exponential asymptotics; these highlight the key role played by complex-time singularities of the balanced motion.

6. There are crucial differences between the spontaneous generation in the PEs and in the shallow-water equations. These stem from the different dispersion relations, with the PEs allowing for IGWs with bounded frequencies as their horizontal scale decreases to 0.

7. A time-scale separation is possible for $\epsilon = O(1)$ if the Froude number is small, corresponding to strong stratification. The time-scale separation in this case is not complete: long IGWs are excited resonantly by slow balanced motion through the process of Lighthill radiation.

Future issues

1. Much of our theoretical understanding of spontaneous generation comes from ODE models, either heuristic low-order models or special solutions of the fluid equations. There is a need to extend the methods employed in order to treat PDE models and clarify how the full spatio-temporal structure
of the balanced motion controls IGW generation.

2. The problem of IGW generation by turbulent balanced flows is largely open. The power-law wavenumber and frequency spectra of turbulence suggest that the exponential dependence of IGW amplitudes on $\epsilon$ found in smooth flows is replaced by a power-law dependence.

3. Further numerical simulations are required to establish unambiguously the $\epsilon$-dependence of IGW amplitudes in relatively simple flows such as baroclinic life cycles and in turbulent flows.

4. The contribution of spontaneous generation to processes driven by IGWs such as wave drag in the middle atmosphere and diapycnal mixing in the ocean remains to be estimated. Spontaneous generation may be expected to have a larger impact in the atmosphere than in the ocean where there are strong alternative sources of non-topographic IGWs (winds and tides).

5. Further connections need to be made between the mechanisms of spontaneous generation identified in theoretical studies, and observations of IGWs especially in the atmosphere.

6. IGWs are not the only form of unbalanced motion generated spontaneously: the order-one Rossby numbers that appear near horizontal boundaries, in particular, lead to strong unbalanced instabilities which may play an important role for the dissipation of the large-scale balanced circulation (Molemaker et al. 2010).
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Figure 1: The elastic pendulum is a simple example of a two-time-scale dynamical system when the natural frequency of vibration of the spring is large compared to the natural frequency of oscillation of the pendulum. The slow angle $\theta$ and the fast extension $x$ serve as analogues for the slow balanced motion and fast IGWs of geophysical fluids.

Figure 2: Schematic of a slow manifold: the (blue) manifold is approximately invariant so that an exact trajectory (green curve) starting on it remains close for some time. Also shown is a solution of the corresponding balanced model (14) in the slow $(s_1, s_2)$-plane and its lift to the slow manifold (red curves).
Figure 3: Spontaneous generation of fast oscillations: an exact trajectory (green curve) starting on a highly accurate slow manifold develops fast oscillations and hence deviates from the balanced approximation (red curve). The oscillations are exponentially small and appear suddenly when the trajectory crosses a Stokes line (dotted curve).

Figure 4: Evolution of the fast variable $y$ in the LK model for $\epsilon = 0.1$ (blue), 0.125 (green), 0.15 (red) and 0.175 (cyan) and $b = 0.5$ (the four curves are offset in the vertical for clarity). The balanced trajectory is asymptotic to an unstable equilibrium (analogous to the upright position of a pendulum) for $t \to \pm \infty$. 
Figure 5: Unbalanced contribution to the fast variable $x$ for the LK model with $\epsilon = 0.1$ and $b = 0.5$ (black curve). This is estimated numerically as $x_{\text{rem}} = x - x_{\text{bal}}$ using a balance relation for $x_{\text{bal}}$ accurate to $O(\epsilon^{12})$. The amplitude of fast oscillations $I = \sqrt{x_{\text{rem}}^2 + y_{\text{rem}}^2}$ (blue curve) is compared with its asymptotic approximation in terms of an error function (red curve). The evolution of the total $x$, scaled by $10^4$, is also indicated (green curve).
Figure 6: IGW generation by baroclinic instability. Cross sections of the divergence $\delta$ (colours, in the range $\pm 0.4f$) at days 7 (upper) and 8 (lower) of an idealised baroclinic life cycle simulation, as in Plougonven & Snyder (2005, 2007). Left: horizontal cross-sections of $\delta$ at $z = 11$ km, also showing horizontal velocity (arrows) and the tropopause (thick red line corresponding to 2PV units at $z = 9$ km). Right: vertical cross-sections of $\delta$, taken along the black segment in the left panel, showing also the horizontal velocity (black contours) and the potential temperature (grey contours). (Figure courtesy of R. Plougonven.)
Figure 7: IGW generation by a surface-potential-temperature dipole. Cross sections of the vertical velocity $w$ (coloured). Left: horizontal cross-section of $w$ at $z = 125$ m, also showing the potential temperature (at $z = 62.5$ m, black contours). Right: vertical section of $w$ taken along the black segment on the left panel, also showing the horizontal velocity parallel to the section (black contours). (From Snyder et al. (2007). ©American Meteorological Society. Reprinted with permission.)