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It has been widely reported that anthropogenic warming is detectable with high confidence after the 1950s. However, current palaeoclimate records suggest an earlier onset of industrial-era warming. Here, we combine observational data, multi-proxy palaeo records and climate model simulations for a formal detection and attribution study. Instead of the traditional approach to the annual mean temperature change, we focus on changes in temperature seasonality (i.e., the summer-minus-winter temperature difference) from the regional to whole Northern Hemisphere scales. We show that the detectable weakening of temperature seasonality, which started synchronously over the northern mid-high latitudes since the late 19th century, can be attributed to anthropogenic forcing. Increased greenhouse gas concentrations are the main contributors over northern high-latitudes, while sulphate aerosols are the major contributors over northern mid-latitudes. A reduction in greenhouse gas emissions and air pollution is expected to mitigate the weakening of temperature seasonality and its potential ecological effects.

It is now common knowledge that human activities have a profound influence on the Earth’s climate; the most evident influence is the trend of continuing warming in the surface air temperature and the increased occurrence of climate extremes since the 1950s. In addition to changes in the mean and extremes, the warming climate will, as a consequence, affect organisms and ecological systems, such as species physiology, ecological stability and ecological functions. One of the primary drivers of these ecological effects is the change in the magnitude of the annual temperature cycle (ATC), which is calculated as the summer-minus-winter temperature difference. Emerging evidence has shown prominent ATC weakening in the northern mid-high latitudes during the past several decades. Extensions in
the growing season\textsuperscript{11} and spatial and temporal adaptations of several plants\textsuperscript{12} have occurred either regionally or globally as a consequence of the weakened ATC. Based on climate model simulations, the recent weakening of temperature seasonality has been attributed to anthropogenic forcing\textsuperscript{13}.

It has long been suspected that the human influence on the climate may have started much earlier than that in the recent data-rich period\textsuperscript{14}. Because of the limitations of early instrumental observations and temporal variations in the strength of anthropogenic influence combined with internal climate variability and changes in natural external forcing factors, the detection and attribution of human influences on earlier climate changes have always been difficult to perform. Based on palaeoclimate records, a recent study reported that the onset of industrial-era warming across the oceans and continents occurred earlier than the 20th century, suggesting that the greenhouse forcing of industrial-era warming commenced as early as the mid-nineteenth century\textsuperscript{15}. Moreover, a tree-ring-based study from the Tibetan Plateau (TP) extended the records of the magnitude of the ATC back to the year 1700\textsuperscript{16}; this extended record shows that the onset of weakening temperature seasonality may have occurred as early as the 1870s, coinciding with an increase in human-induced atmospheric sulphate concentrations recorded in an ice core from the Dasuopu glacier (28\degree 23′N, 85\degree 43′E; 7200 m asl)\textsuperscript{17}. However, as shown in Fig. 1, both the seasonal warming rates and the trends in the magnitude of the ATC show strong spatial variability. Therefore, it is important to explore the detectability of earlier human influences on temperature change, as broadly as historical records allow, to determine
whether these recent findings bear any global implications.

Here, we examine changes in the magnitude of the ATC based on available proxy records and instrumental observations in four regions that show prominent weakening in the magnitude of the ATC (marked by the boxes shown in Fig. 1), as well as in the northern mid-high latitudes. Well-validated proxy data from Europe (1500-2004) and the TP (1700-2011) are used to explore the changes in the magnitude of the ATC from the pre- to post-industrial period; then, the CRU4.6 land surface air temperature since 1850 is used to examine broader spatial patterns (Methods). Historical ensemble simulations from the fifth Coupled Model Intercomparison Project (CMIP5) driven by all forcings and separate external forcings are used for detection and attribution (D&A hereafter).

Changes in the trend of the magnitude of the ATC

A change-point analysis shows that the sustained and significant weakening in the magnitude of the ATC in Europe started in 1865 (Fig. 2a). Based on a 312-year reconstruction of the magnitude of the ATC, the change-point analysis reveals that the TP has experienced persistent and significant ATC weakening since 1872, while a weak and insignificant strengthening occurred during 1700-1873 (Fig. 2b). There is no ATC proxy evidence available that is long enough to identify when the sustained and significant ATC weakening started in northeastern Asia (NEA), North America (NA), the northern mid-latitudes (NHM), the northern high-latitudes (NHH) and the northern mid-high-latitudes (NH). However, observations starting in 1851 show
discernible weakening in the magnitude of the ATC in all of these regions (Fig. 2c-g).

These results indicate that although the specific year when the magnitude of the ATC began weakening might not be identical among all regions, prominent ATC weakening has occurred widely since the late 19th century.

Changes in the magnitude of the ATC related to different forcings

Climate model simulations driven by all historical forcings (i.e., natural and anthropogenic, ALL) can generally reproduce the observed changes in temperature seasonality since 1851 (Fig. 1). However, the simulated trends in the magnitude of the ATC driven by separate forcings appear to be different (Fig. 3). The spatial patterns of the trends in the magnitude of the ATC in the ALL simulations and the anthropogenic forcing only simulations (ANT) are very similar and both are consistent with the observations. Both the spatial pattern and the significant regions of the weakening in the magnitude of the ATC are different from those of indicated by the observations when only natural forcings (NAT) are applied. Interestingly, greenhouse gas (GHG)-induced ATC weakening mainly occurs in the northern high latitudes (north of 60°N), while the anthropogenic aerosol (AA)-triggered ATC weakening occurs in the northern mid-latitudes (30-60°N).

Thus, there are two critical anthropogenic factors that contribute to the weakening in the magnitudes of the ATC: GHG concentrations and AA loadings (Supplementary Figure 1). Due to their different radiative properties, GHGs and AAs have different effects on the local ATC. Increased GHG concentrations reduce outgoing long wave
radiation from the surface and prevent the surface temperature from falling. This pattern is most effective over the high-altitude\textsuperscript{21} and high-latitude regions\textsuperscript{22,23} in winter. AAs dominated by sulphate aerosols\textsuperscript{24,25}, on the other hand, act to reflect/scatter incoming solar radiation and prevent the surface temperature from rising. This pattern is, therefore, most effective over the subtropical/mid-latitude regions, which have the largest AA loadings\textsuperscript{26} during the summer when sunlight is the strongest. In addition to their direct effect, the indirect effect of aerosols on clouds amplifies their influence on short wave scattering, causing net cooling, which is most effective in summer\textsuperscript{27}.

As shown in Fig. 2, the temporal evolution of the magnitude of the ATC approximately follows those of the GHG emissions\textsuperscript{28} and the sulphate aerosol concentration levels recorded in Greenland ice cores over the past half millennium\textsuperscript{29} (i.e., a small change preceding the 1860s with a prominent increase thereafter resulting from human emissions) (Fig. 2a). This consistency indicates a potential linkage between human emissions and the weakened ATC. Moreover, a millennial record of atmospheric sulphate concentrations from a TP ice core confirms that human-induced atmospheric sulphate concentrations increase after 1870\textsuperscript{17} (Fig. 2b).

**Detection and attribution analysis of the change in the magnitude of the ATC**

Further D&A analyses based on simulations derived from 45 Earth system models (Methods) are utilized to distinguish anthropogenic signals from natural forcing over different spatial regions (Fig. 4). The D&A analysis period is 1872-2001 for the TP
and 1865-2004 for the other six regions (for details on the analysis period selection, please see the Methods). Based on one-, two- and three-signal D&A analyses, scaling factors and their 90% confidence intervals are obtained for different forcings in all regions. In all cases, the residual consistency test (RCT) does not indicate inconsistency between the regression residuals and the model-simulated variability (i.e., RCT > 0.1 in all cases). Detection is confirmed if the 90% confidence interval of the scaling factor is above zero, and attribution is claimed by the analysis if this confidence interval also includes one. The one-signal D&A analysis shows that the ALL and ANT response patterns are fully detectable in the analysed regions, except for the high northern latitudes (Fig. 4a). Conversely, NAT forcing is detectable only at high northern latitudes. The failed detection of the ALL and ANT forcings in the high northern latitudes may be related to the scarce observation data available representing large spatial scales (Supplementary Figure 2) and, thus, a large amount of noise was produced. The ALL forcing is attributable in Europe and North America, while the ANT forcing is attributable in Europe, the TP, North America, and the northern mid-high-latitudes. However, the model simulations underestimate both the ALL and ANT responses in northeastern Asia and the northern mid-latitudes. These underestimations are also present in the linear trends in the magnitude of the ATC between the observations and simulations (Fig. 1e, f); the observations show the greatest weakening in the magnitude of the ATC in the NEA (Supplementary Figure 3). An additional two-signal D&A analysis shows that ANT can be distinguished successfully from NAT in six out of seven regions but fails over the high northern
latitudes. This is consistent with the results from the one-signal D&A analysis. There is also a generally better agreement between the simulated and observed magnitude of the ATC in the other six regions, compared to that over the high northern latitudes, although there is a tendency for the simulated magnitude of the ATC to be smaller than the observed trends (Supplementary Figure 4). Based on the results presented in Fig. 3, the three-signal D&A analysis (i.e., GHG, NAT and AA) is used to examine whether the latitude-dependent forcings of GHGs or AAs on the weakened magnitude of the ATC can be detected and distinguished from the other two forcings. The results show that the AA forcing can be distinguished from the GHG and the NAT forcings over the northern mid-latitudes, but the GHG forcing cannot be distinguished from the AA and NAT forcings over the high northern latitudes. Consistent with the results presented in Fig. 3, the weakening of the ATC in the northern mid-latitudes can be attributed to AAs, which are dominated by sulphate aerosols, but not to GHGs and NAT. Specifically, GHG and NAT forcings present an obvious underestimation; the underestimation derived from the NAT forcing is much more greater than that derived from the GHG forcing (the scaling factors of GHGs and NAT are approximately 5 and 10, respectively). For the northern mid-high-latitudes, although AAs, GHGs and NAT are detected in the weakened ATC, AAs and GHGs more attributable than NAT (i.e., the scaling factors of GHGs and AAs are closer 1 than that of NAT). These results indicate that AAs are the most important factor for northern mid-latitude ATC weakening, while AAs and GHGs show a greater possibility of contributing to ATC weakening in the northern mid-high-latitudes. All of the D&A analyses fail over the
high northern latitudes, possibly due to the small amount of data available to represent large spatial scales (Supplementary Figure 2).

In conclusion, our study indicates that the regime shift in temperature seasonality in approximately the 1870s identified over the TP also occurred in Europe, indicating a broad weakening of the magnitude of the ATC since the late 19th century. Although different magnitudes of weakening in the temperature seasonality exist between regions, the D&A analyses demonstrate that anthropogenic signals are detectable in the long-term, with a widespread weakening of temperature seasonality since the late 19th century. In addition to the increased concentrations of GHGs and atmospheric sulphate loadings, which are identified as critical contributors to long-term temperature seasonality weakening, latitude-dependent effects of these two factors on temperature seasonality are found; GHGs are mainly responsible for the weakening in the temperature seasonality in the northern high latitudes, while AAs are the key cause of weakening in the northern mid-latitudes. These results imply that a policy of reducing greenhouse gas emissions and air pollution can mitigate the anthropogenic weakening of the temperature seasonality.

**Methods**

**Climatic and environmental data.** Summer and winter temperatures are defined as the mean temperature of June-August and the mean temperature of the previous December-February, respectively. The amplitude of the ATC is calculated as the difference between the summer temperature and the winter temperature. Gridded data
of CRUTEM4.6 land surface air temperature at a spatial resolution of 5° by 5° starting in 1850\textsuperscript{19} (https://www.metoffice.gov.uk/hadobs/crutem4/data/download.html) were used to show the trends in the seasonal warming rates and the magnitude of the ATC at a global scale (Fig. 1) and the D&A analyses in the five regions (Supplementary Table 2). The reconstructed magnitude of the ATC for Europe (EU) is the reconstructed summer temperature minus the reconstructed winter temperature derived from reference \textsuperscript{18}, which covers the period 1500-2004 and has a high consistency with the regionally averaged magnitude of the ATC obtained from the CRUTEM4.6 grid data ($r_{1851-2004} = 0.92$) (Supplementary Figure 5). The ATC proxy series for the TP is derived from reference \textsuperscript{16} and covers the period 1700-2011. Although the ATC proxy series from the TP was used to reflect the temperature difference in the mean temperature of July-September minus that of the previous November-February in the original study\textsuperscript{16}, it is also a good proxy for the temperature difference between the mean temperature of June-August and that of the previous December-February, as the two seasonal temperature difference series are almost identical ($r_{1952-2013} = 0.84$) (Supplementary Figure 6). Additional comparisons between the magnitude of the ATC proxy series from the TP and the observed magnitude of the ATC series from northeastern India (http://www.tropmet.res.in/static_page.php?page_id=54) in the common period 1902-2007 also indicate that the magnitude of the ATC proxy series from the TP is representative of the temperature difference between the mean temperature of June-August and that of the previous December-February. Although large
tree-ring-based summer temperature reconstructions have been performed for high-latitude North America, there is no corresponding winter temperature reconstruction available. Therefore, an analysis of the summer-minus-winter temperature difference in this region is not currently feasible. The magnitudes of the ATC in North America (NA), northeastern Asia (NEA), the northern mid-latitudes (NHM), the northern high-latitudes (NHH) and the northern mid-high latitudes (NH) are calculated to be the gridded regional average of the CRUTEM4.6 land surface air temperature difference between the mean temperature of June-August and that of the previous December-February over the period 1851-2005. For definitions of the seven geographical regions used in this study, please see Supplementary Table 2. The following approaches were applied in each grid box and to all the regions analysed (Supplementary Figure 2, Supplementary Table 2) to calculate the summer-minus-winter temperature difference and to treat the missing data. The summer-minus-winter temperature difference was calculated for each grid box for every year based on the criterion that at least one month of data was available for both summer and winter; otherwise, the year was treated as having missing data. For the summer-minus-winter temperature difference series calculated in each grid box, only time series with at least 52 years of data (i.e., one-third of the length of the full period of 1851-2005) were defined as valid grid boxes and were used for further analysis. The percentage of valid grid boxes for each region analysed in this study is shown in Supplementary Table 2. Moreover, the grid boxes were used for trend analyses; for example, Figs.1a, c and e have data lengths of at least 52 consecutive years. The
The series of the regional magnitude of the ATC was produced by averaging all valid grid boxes in the corresponding regions (Supplementary Figure 2, Supplementary Table 2). Because the numbers of available valid grid boxes decreases for the regional series in the early time period, we test the influence of this decrease in the number of grid boxes on both the long-term trend and the non-overlapping 10-year-averaged series used for the D&A analyses (Supplementary Figures. 7-11). The results show that although the series of changes in the magnitude of ATC (with data coverage reduced to a minimum) can trigger changes in variance, little change occurred in the trend of the full-period and the non-overlapping 10-year-averaged series, both in the data rich period and in the full period. These results demonstrate that the decrease in number of valid grid boxes in the early period has little influence on the long-term trend of the magnitudes of the ATC and the D&A analyses conducted in this study. Atmospheric sulphate concentrations recorded in the TP ice core^{17} and five Greenland ice cores (i.e., D20, GISP2, B16, B18 and B21; detailed in reference 29)^{29} are used to indicate the sulphate emission strength caused by human activity.

**Change-point analysis.** We identified the change points in the trend of the reconstructed magnitude of the ATC in Europe and the TP using the SiZer (SIgnificant ZERo crossings of derivatives) method^{30}. SiZer determines the change point and the significance of trends in time series data by performing an analysis across different smoothing bandwidths. For the bandwidths, the range of 15-50 years was considered suitable to reduce the influence of interannual to decadal climate variability on the detection of a sustained trend^{15,30}. Therefore, we assess the change points of the
magnitude of the ATC from the SiZer output by determining the median year of
initiation for the most recent significant (P < 0.1) and sustained trends across the
bandwidth range (in integer years from 15 to 50). The adaptability and stability of the
SiZer method in addressing the climate changes that characterized industrial-era
climate trends have been tested in reference 15, and a detailed description of the SiZer
method is available in references 30 and 15. The code for performing the
change-point analysis in this study is derived from reference 15.

Model simulations. Monthly mean land near-surface temperature (tas) simulations
from 45 fully-coupled Earth system models (ESMs) participating in the CMIP5
project20 (Supplementary Table 1) are used to perform the D&A analyses on the
magnitude of the ATC over a long period. The ESMs comprise a set of simulations:
ALL, with historical anthropogenic and natural forcings (i.e., solar variability;
volcanic aerosols; well-mixed greenhouse gases; other anthropogenic factors, such as
aerosols, land use/land cover change and/or ozone); GHG, with greenhouse gases
forcing only (anthropogenic well-mixed greenhouse gases); NAT, with natural
forcings only (solar variability and volcanic aerosols); ANT, with well-mixed
greenhouse gases plus other anthropogenic factors (such as aerosols, land use/land
cover change and/or ozone); AA, with anthropogenic aerosol forcings dominated by
sulphate aerosols, and internal climate variability (i.e., preindustrial control
simulations, PiControl). Supplementary Table 1 shows the number of simulations runs
used for each external forcing (i.e., ALL, NAT, ANT, GHG and AA) and model.
Because climate models might overestimate the indirect effect of aerosol cooling31, an
alternative estimate of AA forcing was calculated as AA=ALL-NAT-GHG. Most of
the external forcing simulations end in 2005. Monthly anomalies of the external
forcing simulations are calculated for each grid box point and simulations based on
the base period of 1961–1990. The PiControl simulations are treated as a time series,
with an ending year of 2005, and monthly anomalies are calculated in the same way
as the external forcing simulations. The anomalies are then re-gridded to a common
grid of 5° × 5° and are masked to the corresponding range (Supplementary Table 2) to
obtain the regionally averaged series. The multi-model ensemble means of the
external forcing simulations are obtained by first computing the individual model
ensemble mean and then averaging across all available models. This calculation gives
equal weights to the different models and thus avoids models with larger numbers of
ensemble members dominating the statistics of the multi-model mean.

Detection and attribution (D&A) analysis. Beyond the standard comparison of time
series and trend patterns, one formal optimal fingerprint method\textsuperscript{32,33} was applied to
detect and attribute changes in the observed/reconstructed magnitude of the ATC in
seven geographical areas (Supplementary Table 2, Supplementary Figure 12) since
the late 19th century. The optimal fingerprint method is based on the generalized
linear regression of the observed or reconstructed magnitude of the ATC as a
combination of climate responses to external forcing plus internal variability. To
detect and attribute the changes in the magnitude of the ATC (i.e., ATC\textsubscript{OBS}) to
different external forcings (i.e., ATC\textsubscript{ALL}, ATC\textsubscript{ANT}, ATC\textsubscript{NAT}, ATC\textsubscript{GHG} and ATC\textsubscript{AA}),
we regressed the observed magnitude of the ATC onto different signal patterns under
one-signal, two-signal and three-signal settings, respectively. The specific regression
settings for the one-signal D&A analysis are as follows:
\[ \text{ATC}_{\text{OBS}} = \beta_{\text{ALL}} (\text{ATC}_{\text{ALL}} - \vartheta_{\text{ALL}}) + \varepsilon \text{ or } \]
\[ \text{ATC}_{\text{OBS}} = \beta_{\text{ANT}} (\text{ATC}_{\text{ANT}} - \vartheta_{\text{ANT}}) + \varepsilon \text{ or } \]
\[ \text{ATC}_{\text{OBS}} = \beta_{\text{NAT}} (\text{ATC}_{\text{NAT}} - \vartheta_{\text{NAT}}) + \varepsilon. \]
The specific regression settings for the two-signal D&A analysis are as follows:
\[ \text{ATC}_{\text{OBS}} = \beta_{\text{ANT}} (\text{ATC}_{\text{ANT}} - \vartheta_{\text{ANT}}) + \beta_{\text{NAT}} (\text{ATC}_{\text{NAT}} - \vartheta_{\text{NAT}}) + \varepsilon \]
The specific regression settings for the three-signal analysis are as follows:
\[ \text{ATC}_{\text{OBS}} = \beta_{\text{NAT}} (\text{ATC}_{\text{NAT}} - \vartheta_{\text{NAT}}) + \beta_{\text{GHG}} (\text{ATC}_{\text{GHG}} - \vartheta_{\text{GHG}}) + \beta_{\text{AA}} (\text{ATC}_{\text{AA}} - \vartheta_{\text{AA}}) + \varepsilon. \]
where \( \text{ATC}_{\text{OBS}} \) represents a vector of the observational or reconstructed magnitude of
the \( \text{ATC} \). \( \text{ATC}_{\text{ALL}}, \text{ATC}_{\text{ANT}}, \text{ATC}_{\text{NAT}}, \text{ATC}_{\text{GHG}} \) and \( \text{ATC}_{\text{AA}} \) (i.e., signal patterns) are
calculated using the mean of a large ensemble of simulations from all available model
simulations (Supplementary Figure 1). \( \vartheta_{\text{ALL}}, \vartheta_{\text{NAT}}, \vartheta_{\text{ANT}}, \vartheta_{\text{GHG}} \) and \( \vartheta_{\text{AA}} \) represent noise
from internal variability in the corresponding signal patterns; \( \beta_{\text{ALL}}, \beta_{\text{NAT}}, \beta_{\text{ANT}}, \beta_{\text{GHG}} \)
and \( \beta_{\text{AA}} \) represent the corresponding scaling factors; and \( \varepsilon \) represents the regression
residual. The scaling factor and its uncertainty were estimated using the total least
squares method\(^{32,33}\). The covariance structure of the noise terms is estimated from a
long-term control simulation of the unforced climate (i.e., PiControl) with the model
used in each analysis, and the estimates of the intra-ensemble variability are computed
with the same model. The consistency of the unexplained signal (i.e., \( \varepsilon \), which
represents the residual of the regression) with internal variability was also assessed
using a residual consistency test (RCT). The RCT implementation uses a
non-parametric estimation of the null distribution through Monte Carlo simulations
(see reference 32 for details).

The observational vector, ATC, which describes the space-time evolution of the ATC, is calculated with consecutive 10-year mean magnitude of the ATC over the analysis period for all seven regions. The purpose of 10-year averages is to suppress natural variability, particularly at interannual timescales\(^{32,33}\). According to the results of the change-point analyses of the reconstructed magnitude of the ATC in Europe and the TP (arrows in Fig. 2a, b) and the end year of the model simulations (2005), the periods 1865-2004 for Europe and 1872-2005 for the TP can be used for the long-term D&A analysis. The European ATC proxy series ends in 2005\(^{18}\). Because there is not long enough ATC proxy evidence available to identify the year in which the sustained and significant ATC weakening began for northeastern Asia (NEA), North America (NA), the northern mid-latitudes (NHM), the northern high-latitudes (NHH) and the northern mid-high latitudes (NH), the earlier year identified in the proxies in Europe and the TP (i.e., 1865) is used as the beginning year of the ATC weakening for these regions. Thus, the available D&A analysis period for these five regions (i.e., NEA, NA, NHM, NHH and NH) can be from 1865 to 2004. Considering that as long as possible periods are used for dimension reduction (i.e., consecutive 10-year mean), the final selected period for the D&A analysis for the TP is 1872-2001 (13×10 yr) and for the other six regions is 1865-2004 (14×10 yr). Correspondingly, the PiControl simulations are divided into multiple non-overlapping 130-yr segments for the TP and 140-yr segments for the other six regions, with the last segments discarded if they are shorter than 130 years or 140 years (Supplementary Table 1).
The one-signal and two-signal D&A analyses were conducted in all seven regions (Supplementary Table 2, Supplementary Figure 12), while the three-signal D&A analysis was conducted in three regions (i.e., NHM, NHH and NH) based on the latitude-dependent effects of GHGs and AAs on the change of the magnitude of the ATC identified in Fig. 3. All of the D&A analyses were performed using the code provided in reference 32.

**Data availability.** The data that support the findings of this study are available from the corresponding author upon request.
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Figure captions

Figure 1 | Linear trends (°C/100 yr) in the surface temperature seasonality for the period 1851-2005 calculated from observational records (CRUTEM4.6) (a, c, e) and the ensemble mean of the simulations from 45 ESMs driven by all forcings (b, d, f) for boreal winter (DJF) (a, b), boreal summer (JJA) (c, d) and the difference between summer and winter (e, f), with decreasing trends in the magnitude of the annual temperature cycle. The black dots indicate a trend significance level of 0.05. The four boxes in (e) and (f) mark the regions of interest: the Tibetan Plateau, northeastern Asia, Europe and North America. Data derived from the ensemble mean of the simulations were masked to mimic the data availability of the CRUTEM4.6.

Figure 2 | Time series of the magnitude of the regional annual temperature cycle (ATC) (grey) in comparison with CO₂ emissions (thick black line, increasing downward) and sulphate concentrations recorded in ice cores (thin coloured lines, increasing downward) for (a) Europe (EU), with five Greenland ice cores over the period 1500-2004; (b) the Tibetan Plateau (TP), with one TP ice core over the period 1700-2011; and (c-g) North America (NA), northeastern Asia (NEA), the northern mid-latitudes (NHM), the northern high-latitudes (NHH) and the northern mid-high latitudes (NH) over 1865-2005. The solid and dotted magenta lines represent 15-yr and 50-yr Gaussian smoothing of the magnitude of the ATC, respectively. The magenta arrow in (a) points to the year 1865, and that in (b) points to the year 1872. These arrows represent the median time of the onset of sustained, significant ATC weakening assessed across the 15-50-yr filter widths.
(Methods). The black triangle in (b) indicates the starting year (1870) of the human-induced sulphate concentration increase identified from the Dasuopu glacier located in the southern TP\textsuperscript{17} and the dashed lines represent the mean magnitudes of the regional annual temperature cycle in the period. For the specific definition of the seven geographical regions used in this study, please see Supplementary Table 2.

**Figure 3 | Linear trends (°C/100 yr) in the simulated magnitude of the ATC over the period 1851-2005 driven by separate forcings for (a) ALL, (B) NAT, (c) ANT, (d) GHG, (e) OANT, (f) AA.** For the number of simulations and ESMs used for each forcing, please see supplementary Table 1. The black dots indicate a significance level of 0.05 for the trends. The black lines represent the 60°N and 30°N lines, respectively. The calculation for OANT is OANT=ALL-Nat-GHG, which stands for the other anthropogenic forcing derived mainly from anthropogenic aerosols (i.e., AA) but also from ozone and land use changes. The other forcings were calculated as the ensemble mean of multiple ESMs.

**Figure 4 | Results of the detection and attribution analyses applied to the magnitude of the ATC in seven regions.** Scaling factors and the residual consistency test (RCT) derived from the one-signal analysis (a, b), two-signal analysis (c, d) and three-signal analysis (e, f) (Methods). The confidence interval for the scaling factors is 90%. The analysis period for Europe (EU), North America (NA), northeastern Asia (NEA), the northern mid-latitudes (NHM), the northern high-latitudes (NHH) and the northern mid-high latitudes (NH) is from 1865-2004 and that for the Tibetan Plateau (TP) is from 1872-2001 (Methods).