Constraining ecosystem processes from tower fluxes and atmospheric profiles
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Abstract. The planetary boundary layer (PBL) provides an important link between the scales and processes resolved by global atmospheric sampling/modeling and site-based flux measurements. The PBL is in direct contact with the land surface, both driving and responding to ecosystem processes. Measurements within the PBL (e.g., by radiosondes, aircraft profiles, and flask measurements) have a footprint, and thus an integrating scale, on the order of ~1–100 km. We use the coupled atmosphere–biosphere model (CAB) and a Bayesian data assimilation framework to investigate the amount of biosphere process information that can be inferred from PBL measurements.

We investigate the information content of PBL measurements in a two-stage study. First, we demonstrate consistency between the coupled model (CAB) and measurements, by comparing the model to eddy covariance flux tower measurements (i.e., water and carbon fluxes) and also PBL scalar profile measurements (i.e., water, carbon dioxide, and temperature) from Canadian boreal forest. Second, we use the CAB model in a set of Bayesian inversions experiments using synthetic data for a single day. In the synthetic experiment, leaf area and respiration were relatively well constrained, whereas surface albedo and plant hydraulic conductance were only moderately constrained. Finally, the abilities of the PBL profiles and the eddy covariance data to constrain the parameters were largely similar and only slightly lower than the combination of both observations.
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INTRODUCTION

Determining the response of ecosystem processes to climate is critical for predicting future changes in the carbon (C) cycle. Currently two broad methodologies (“top-down” and “bottom-up”) are used to constrain C flux estimates, and to improve the understanding of the biogeophysical and biogeochemical processes behind them (Running et al. 1999). Top-down approaches, such as Earth-observation driven models, e.g., CASA (Potter et al. 1993), and inversion models (e.g., Keeling and Heimann 1986, Denning et al. 1995, Bousquet et al. 1999), are used to infer C sources and sinks from either satellite reflectance observations/products or the global network of flask data. These top-down processes are limited by their spatial resolution and their inability to directly determine ecosystem states or processes. Bottom-up approaches use eco-physiological and/or micrometeorological measurements, e.g., from FLUXNET (Baldocchi et al. 2001) that directly measure ecosystems states and/or processes. However these bottom-up approaches are spatially limited by the number of global sampling locations, and only sample a limited “footprint” of a few hectares around the study site.

Existing between the global and site scales, the landscape-scale (multiple square kilometers) is increasingly being studied using aircraft (Macatangay et al. 2008) with the aim of quantifying land–atmosphere exchanges over areas larger than those monitored by eddy covariance (EC) towers (Owen et al. 2007). Operating on the landscape-scale can help minimize the effect of advection, which is critical in continental or global inversions, but nontrivial to incorporate. This approach can be achieved by using short (several hour) time periods with low winds to limit the spatial advection of the air mass in question to the area of study. Advection problems have been directly addressed using Lagrangian transport models, e.g., the stochastic time-inverted Lagrangian transport model (STILT; Lin et al. 2003) and the NOAA Air Resources Laboratory hybrid single-particle Lagrangian integrated trajectory (HYSLIP; Draxler and Hess 1998). These models simulate the turbulence in the atmosphere as a Markov chain to estimate source or sink locations and have
demonstrated the potential to constrain estimates of regional CO₂ fluxes using aircraft PBL measurements (Lin et al. 2004, Martins et al. 2009). However the use of Lagrangian trajectory modeling is numerically expensive and precludes their use in inversions of PBL measurements to infer information about the state of the land surface.

Our objective in this paper is to compare the potential information on ecosystem processes that can be extracted by inverting atmospheric PBL observations relative to inverting surface EC fluxes. We can thus determine the utility of data from different observations systems in constraining ecosystem states in landscape-scale inversion problems. To achieve this we implement a coupled atmosphere–biosphere (CAB) model (Hill et al. 2008) both on its own and as part of a Bayesian inversion scheme (Mosegaard and Tarantola 1995, Knorr and Kattge 2005). We drive the model in the normal “forward” mode using multi-scale data from the Boreal Ecosystem–Atmosphere Study (BOREAS; Sellers et al. 1997). This data set provides a wealth of ecological and atmospheric data with which to parameterize and test the model. The large study areas of BOREAS help to minimize the effects of advection without resorting to numerically expensive Lagrangian trajectory modeling. Using this setup we undertook two modeling exercises. The first, called “study 1,” was a forward model test of CAB against independent flux and profile data. The second, called “study 2,” implemented the CAB model in a Bayesian inversion scheme to determine parameter retrieval from synthetic data sets with known “true” parameters.

We show that the coupled model can successfully reproduce observed fluxes and atmospheric profiles using nominal parameters. The inversion of synthetic data highlights the potential for retrieving information about ecosystems from atmospheric PBL profiles and tower based eddy covariance data.

**Data Sets**

**Study sites**

The CAB model was initialized with soil and vegetation parameters from two BOREAS field campaign sites. These sites, the northern study area old black spruce (NSA-OBS) site, and the southern study area old black spruce (SSA-OBS) site were located ~500 km apart, in Saskatchewan, Canada. For the SSA-OBS site, the study period covered 120 days in the growing season, from 23 May (Day 143) to 19 September (Day 262) 1994. For the NSA-OBS, study 1 also covered 120 days during the growing season, making use of data from 31 May (day 151) till 27 September (day 270) 1994.

The eddy covariance (EC) tower at the SSA-OBS site (53.99° N, 105.12° W and 629 m altitude) was surrounded by a 10–11 m high canopy (Jarvis et al. 1997) dominated by black spruce (*Picea mariana*), with an average leaf area index (LAI) of 4.4 (Chen et al. 1997). The SSA-OBS site EC tower was equipped with a LI-6262 infrared gas analyzer (LI-COR, Lincoln, Nebraska USA) and a Solent sonic anemometer (Gill Instruments Ltd, Lymington, UK) which were mounted on a 27 m tower, with an effective fetch of ~1200 m in all directions (Jarvis et al. 1997, Jarvis and Moncrieff 2000, Newcomer et al. 2000).

The area around the NSA-OBS EC tower (55.88° N, 98.48° W and 259 m altitude) was largely level, with mature black spruce dominant for several kilometers around the site (Goulden et al. 1997). The black spruce at this site had an average LAI of 5.6 (Chen et al. 1997). The NSA-OBS site EC tower used a LI-6262 (LI-COR, Lincoln, Nebraska USA) infrared gas analyzer and a three-axis Applied Technologies, Inc. (ATI) sonic anemometer (ATI, Longmont, Colorado, USA) which were mounted on a 31 m tall tower (Goulden et al. 1997, Newcomer et al. 2000, Wofsy et al. 2000). Gap filling of the meteorological data is described in Appendix A.

In addition to these data sets, other flux data from a number of other BOREAS eddy covariance sites were also used to explore the wider spatial variability in fluxes across the landscape (Sellers et al. 1997). From the SSA, the old jack pine (OJP), the young jack pine (YJP), the old aspen (OA) and the fen (Fen) EC flux data were used. From the NSA, the old jack pine (OJP), the young jack pine (YJP) and the fen (Fen) EC flux data were used.

Classification products from Landsat-5 TM imagery were used to estimate the fractional cover of each study area represented by each flux tower. The SSA classification used Landsat-5 TM image from 2 September 1994 and the NSA classification used an image from 21 June 1995 (Hall et al. 1997). Since the descriptions of the Landsat derived classifications did not exactly match the EC tower site species, classifications had to be assigned to the closest EC site species. Where two or more species could be attributed to a single Landsat classification, the area of the classification was equally divided amongst the species. By this calculation in the SSA, OBS covered 24%, OJP 20%, YJP 7%, OA 29%, and Fen 7%; 13% remained unassigned (i.e., water, disturbed, fire blacken, or grass). In the NSA, OBS covered 18%, OJP 11%, YJP 9%, and Fen 16%; 46% remained unassigned (i.e., deciduous, water, disturbed, fire blacken, or grass). The SSA covers an area of approximately 144 × 114 km and the NSA 129 × 86 km.

**PBL data**

Atmospheric profile data came from the National Research Council of Canada’s Twin Otter aircraft (Barr et al. 1997, MacPherson and Desjardins 2000, Newcomer et al. 2000). A LI-6262 (LI-COR, Lincoln, Nebraska USA) collected CO₂ and H₂O measurements from ground level to 2–2.5 km. Data were recorded at 16 Hz and archived at 1 Hz. Unfortunately the accuracy of the instrument is unknown. Additionally, the instrumentation on the Twin Otter was designed for high-precision measurements in level flight and in this study
we were looking for differences between two vertical profiles. Despite this limitation, we assume any biases in the measurements will be correlated with height (i.e., pressure and temperature). However to mitigate the effect of any lags in the measurement error as the aircraft ascends and descends, only profile pairs flown in the same (ascending or descending) direction were compared.

Atmospheric profiles over both the SSA and the NSA are available for 42 days during the 1994 study period. Of these 42 flights, 30 were discarded as only a single boundary layer sounding was performed. A further two were discarded due to apparently erroneous jumps of 15–20 ppm in the above PBL concentration of CO2 within a two to three hour period. On one of these days the wind direction shifts 90 degrees between the profiles, suggesting a significant change in fetch; however this is not the case on the other day. Four more days flights were discarded due to transient low pressure systems. Finally, four profiles were discarded as the profile pairs contained both ascending and descending soundings through the PBL. The remaining two suitable days were day 205 (09:49 and 13:18, 24 July) SSA-OBS and day 159 (10:18 and 14:24, 8 June) NSA-OBS. Both days had benefited from a convective boundary layer. The mean wind speeds in the lower 1000 m were 6 m/s for day 205 and 4 m/s for day 159. The separation between the profiles was 4 hours 23 minutes for day 205 and 4 hours 12 minutes for day 159. This gives approximate transit distances for the air between the profiles of 94 km for day 205 and 60 km for day 159, which are both shorter than the dimensions of the respective study areas.

THE CAB MODEL

The coupled atmosphere–biosphere (CAB) model (Hill et al. 2008) is composed of two main components: a PBL model and a land surface exchange scheme. These models are the coupled atmospheric boundary layer–plant–soil (CAPS) model which was based on the Oregon State University 1-dimensional planetary boundary layer (OSU1DPBL) model (Mahrt and Pan 1984, Troen and Mahrt 1986) and the soil-plant-atmosphere (SPA) model (Williams et al. 1996, 2001a, b). The SPA model was twinned with a respiration model to simulate net ecosystem exchange (NEE).

The CAPS model is a medium resolution boundary layer column model consisting of 68 atmospheric model layers extending beyond the PBL, from ground level to 10 km. PBL dynamics are modeled as a combination of K theory and non-local mixing. In order to simplify the model, only the vertical diffusion (from turbulent mixing) and advection are considered when calculating the turbulent mixing within the PBL. Atmospheric dynamics in the PBL is modeled using a counter gradient term to modify the diffusivity. The counter gradient term is required to describe the non-local mixing arising from thermals and eddies (Priestley and Swinbank 1947, Deardorf 1966, Mailhot and Benoit 1982).

The SPA model has been adapted to run on the time step of the CAB model (4 min) and is a process based ecosystem model (10 canopy layers and 20 soil layers) of canopy photosynthesis, evapotranspiration (ET), and soil heat and water exchanges. Within SPA, stomatal conductance is varied in order to maximize daily C gain within the constraints imposed by the plants’ hydraulic limitations. That is, stomata are adjusted to maximize photosynthesis, while minimizing the risk of cavitations within the xylem through explicit modeling of plant water potential. SPA carries out radiative transfer calculations within the canopy, and determines the full surface energy balance (Williams et al. 2001a, b). In this study, we have used the SPA model’s ability to predict gross primary production (GPP), the total C fixed by plants in the ecosystem. However the C flux measured by EC systems is the net ecosystem exchange (NEE), the net accumulation of C in the ecosystem. The difference of the two is ecosystem respiration (Re): NEE = GPP – Re.

Simulation of respiration was performed by a third model, a simple box model used in the data assimilation linked ecosystem C model (DALEC; Williams et al. 2005). DALEC simulates the allocation and storage of carbon using five carbon pools and nine turnover rates that determine the fluxes between the pools. DALEC takes the previous day’s GPP and allocates a fixed fraction of it directly into autotrophic respiration. The remainder is the net primary production, and this is allocated into the foliage, wood, and fine root carbon pools. The wood carbon pool feeds into the soil organic matter (SOM) pool. Both the foliage and the fine root pools feed into the litter carbon pool. The litter pool then partly feeds into the SOM pool and is also partially respired heterotrophically. The SOM pool also contributes to the heterotrophic respiration. For a diagram of flows between these pools, see (Williams et al. 2005).

STAGE 1: CAB MODEL “FORWARD” SETUP

The CAB model was tested in two modes: mode 1, where the uncoupled biosphere model (SPA2, i.e., SPA + DALEC) was run over an extended number of days, and mode 2, where the fully coupled, prognostic version of the CAB model was run on selected days. In both cases, the biosphere model was initialized with soil and vegetation parameters from two BOREAS field campaign sites.

Data from the BOREAS sites allowed for a nearly complete aboveground parameter set (for the SSA, see Hill et al. [2008] and for the NSA, see Table 1). The leaf capacitance and the water use efficiency parameter (t), which were heuristically fitted within ranges based on studies of ponderosa pine (Pinus ponderosa) and oak–maple (Quercus–Acer; Williams et al. 1996, 2001a), Tests showed the model to be largely insensitive to changes in leaf capacitance and t, as neither site experiences significant water stress during the growing season. Where available, turnover rate parameters and C pool sizes for the DALEC respiration sub-model were based
Table 1. Northern study area, old black spruce site (NSA-OBS) model parameters; taken directly from the literature unless otherwise stated.

<table>
<thead>
<tr>
<th>Parameter/variable</th>
<th>Value/range</th>
<th>Units</th>
<th>Comments</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Site information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latitude</td>
<td>55.88</td>
<td>°N</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>Longitude</td>
<td>-98.48</td>
<td>°E</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>Altitude</td>
<td>259</td>
<td>m</td>
<td>Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td><strong>Biosphere parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leaf area index (LAI)</td>
<td>5.3</td>
<td>m²/(m² ground area)</td>
<td>Chen et al. (1997)</td>
<td></td>
</tr>
<tr>
<td>Total foliar nitrogen (FN)</td>
<td>9.3</td>
<td>g/(m² leaf area)</td>
<td>Rayment et al. (2002)</td>
<td></td>
</tr>
<tr>
<td>Maximum carboxylation capacity, Vcmax</td>
<td>11</td>
<td>µmol CO₂·m⁻²·s⁻¹</td>
<td>calibrated on DoY 160</td>
<td>Rayment et al. (2002)</td>
</tr>
<tr>
<td>Maximal electron transport rate, Jmax</td>
<td>31.3</td>
<td>µmol e⁻·m⁻²·s⁻¹</td>
<td>calibrated on DoY 160</td>
<td>Rayment et al. (2002)</td>
</tr>
<tr>
<td>Plant hydraulic conductance</td>
<td>6</td>
<td>mmol·m⁻¹·s⁻¹·MPa⁻¹</td>
<td>calibrated using the hydraulic conductance per leaf area (KL)</td>
<td>Ewers et al. (2005)</td>
</tr>
<tr>
<td>Minimum leaf water potential</td>
<td>-1.5</td>
<td>Mpa</td>
<td>Ewers et al. (2005)</td>
<td></td>
</tr>
<tr>
<td>Leaf capacitance</td>
<td>2000</td>
<td>mmol·m⁻²·s⁻¹</td>
<td>Ewers et al. (2005)</td>
<td></td>
</tr>
<tr>
<td>Water use efficiency, t</td>
<td>1.0085</td>
<td></td>
<td>Ewers et al. (2005)</td>
<td></td>
</tr>
<tr>
<td>Tower height</td>
<td>29</td>
<td>m</td>
<td>Betts and Ball (1997)</td>
<td></td>
</tr>
<tr>
<td>PAR leaf reflectance</td>
<td>0.11</td>
<td></td>
<td>Miller et al. (1997)</td>
<td></td>
</tr>
<tr>
<td>PAR leaf transmission</td>
<td>0.16</td>
<td></td>
<td>Miller et al. (1997)</td>
<td></td>
</tr>
<tr>
<td>PAR soil reflectance</td>
<td>0.08</td>
<td></td>
<td>Betts and Ball (1997)</td>
<td></td>
</tr>
<tr>
<td>NIR leaf reflectance</td>
<td>0.43</td>
<td></td>
<td>Betts and Ball (1997)</td>
<td></td>
</tr>
<tr>
<td>NIR leaf transmission</td>
<td>0.26</td>
<td></td>
<td>Betts and Ball (1997)</td>
<td></td>
</tr>
<tr>
<td>NIR soil reflectance</td>
<td>0.37</td>
<td></td>
<td>Betts and Ball (1997)</td>
<td></td>
</tr>
<tr>
<td><strong>Belowground distributions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic fraction</td>
<td>0.0/0.5</td>
<td></td>
<td>Anderson (2000), Saxton et al. (1986)</td>
<td></td>
</tr>
<tr>
<td>Mineral fraction</td>
<td>0.0/0.5</td>
<td></td>
<td>Anderson (2000), Saxton et al. (1986)</td>
<td></td>
</tr>
<tr>
<td>Water/ice fraction</td>
<td>0.02/0.75</td>
<td></td>
<td>Cuenca et al. (1997), Cuenca (2000)</td>
<td></td>
</tr>
<tr>
<td>Soil temperature</td>
<td>-0.2/29.4</td>
<td>°C</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>Fine root distribution</td>
<td>0.0/0.3</td>
<td>m</td>
<td>Steele et al. (1997)</td>
<td></td>
</tr>
<tr>
<td>Fine root biomass</td>
<td>591</td>
<td>g/m²</td>
<td>Steele et al. (1997)</td>
<td></td>
</tr>
<tr>
<td>Sand fraction</td>
<td>0.65/0.90</td>
<td></td>
<td>Anderson (2000)</td>
<td></td>
</tr>
<tr>
<td>Clay fraction</td>
<td>0.10/0.15</td>
<td></td>
<td>Anderson (2000)</td>
<td></td>
</tr>
<tr>
<td>Silt fraction</td>
<td>0.00/0.26</td>
<td></td>
<td>Anderson (2000)</td>
<td></td>
</tr>
<tr>
<td><strong>Atmospheric parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air temperature (above canopy)</td>
<td>-10.8/29.4</td>
<td>°C</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>VPD (above canopy)</td>
<td>0.0/3.11</td>
<td>kPa</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>PAR (above canopy)</td>
<td>0/2277</td>
<td>µmol·m⁻²·s⁻¹</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>Wind speed (above canopy)</td>
<td>0.0/9.0</td>
<td>m/s</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>Precipitation</td>
<td>0/33</td>
<td>mm/d</td>
<td>Wofsy et al. (2000), Goulden et al. (1997), Newcomer et al. (2000)</td>
<td></td>
</tr>
<tr>
<td>Roughness length, Z₀</td>
<td>1</td>
<td>m</td>
<td>Holtslag and Vanulden (1983)</td>
<td></td>
</tr>
<tr>
<td>Albedo</td>
<td>0.093</td>
<td></td>
<td>Betts and Ball (1997)</td>
<td></td>
</tr>
</tbody>
</table>
on literature values (Table 1). Unknown turnover rates were fitted within a range of values (Williams et al. 2005), and tuned to maintain steady C pool sizes over the study periods. Daily autotrophic respiration from DALEC was disaggregated from a daily to an hourly flux using a sinusoidal function.

Mode 1 was initialized at midnight at the start of the 120-day study periods with measured soil temperature and moisture profiles. In this mode, the model was driven for 120 days using meteorological surface data from each of the flux tower site.

### Table 1. Continued.

<table>
<thead>
<tr>
<th>Parameter/variable</th>
<th>Value/range</th>
<th>Units</th>
<th>Comments</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fractional cloud cover</td>
<td>0/0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal wind speed, u</td>
<td>0.0/5.8 (DoY 167)</td>
<td>m/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal wind speed, v</td>
<td>0.0/8.8 (DoY 250)</td>
<td>m/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potential temperature (0 –3000 m elevation)</td>
<td>282.1, 294.1 (DoY 167)</td>
<td>K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potential temperature (0 –3000 m elevation)</td>
<td>286.7, 302.1 (DoY 250)</td>
<td>K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixing ratio (0–3000 m elevation)</td>
<td>1.0, 5.4 (DoY 167)</td>
<td>g/kg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixing ratio (0–3000 m elevation)</td>
<td>4.7, 6.9 (DoY 250)</td>
<td>g/kg</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Respiration model parameters

<table>
<thead>
<tr>
<th>Parameter/variable</th>
<th>Value/range</th>
<th>Units</th>
<th>Comments</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Litter decomposition rate constant, ( r_1 )</td>
<td>0.000 004 4</td>
<td>g C m(^{-2}) d(^{-1})</td>
<td>fitted within range</td>
<td>Williams et al. (2005)</td>
</tr>
<tr>
<td>Autotrophic respiration (Frac. GPP), ( r_2 )</td>
<td>0.5</td>
<td></td>
<td>fitted within range</td>
<td>Williams et al. (2005)</td>
</tr>
<tr>
<td>Frac. NPP allocated to foliage, ( r_3 )</td>
<td>0.08</td>
<td></td>
<td>total above- + belowground NPP</td>
<td>Jarvis et al. (1997), Gower et al. (1997)</td>
</tr>
<tr>
<td>Frac. NPP allocated to fine roots, ( r_4 )</td>
<td>0.47</td>
<td></td>
<td>total above- + belowground NPP</td>
<td>Jarvis et al. (1997), Gower et al. (1997)</td>
</tr>
<tr>
<td>Turnover rate foliage, ( r_5 )</td>
<td>0.0005</td>
<td>g C m(^{-2}) d(^{-1})</td>
<td>fitted within range</td>
<td>Williams et al. (2005)</td>
</tr>
<tr>
<td>Turnover rate woody matter, ( r_6 )</td>
<td>0.0001</td>
<td>g C m(^{-2}) d(^{-1})</td>
<td>fitted within range</td>
<td>Williams et al. (2005)</td>
</tr>
<tr>
<td>Turnover rate fine roots, ( r_7 )</td>
<td>0.0007</td>
<td>g C m(^{-2}) d(^{-1})</td>
<td></td>
<td>Steele et al. (1997)</td>
</tr>
<tr>
<td>Mineralization rate of fresh litter, ( r_8 )</td>
<td>0.0015</td>
<td>g C m(^{-2}) d(^{-1})</td>
<td>fitted within range</td>
<td>Williams et al. (2005)</td>
</tr>
<tr>
<td>Mineralization rate of SOM and woody debris, ( r_9 )</td>
<td>0.000 023</td>
<td>g C m(^{-2}) d(^{-1})</td>
<td>fitted within range</td>
<td>Williams et al. (2005)</td>
</tr>
<tr>
<td>Foliage, ( C_f )</td>
<td>556</td>
<td>g C m(^{-2})</td>
<td>fresh + old + understory</td>
<td>Gower et al. (1997)</td>
</tr>
<tr>
<td>Wood (stems + coarse roots), ( C_w )</td>
<td>5985</td>
<td>g C m(^{-2})</td>
<td>stem/trunk + live coarse root mass</td>
<td>Steele et al. (1997), Gower et al. (1997)</td>
</tr>
<tr>
<td>Fine roots, ( C_r )</td>
<td>591</td>
<td>g C m(^{-2})</td>
<td></td>
<td>Steele et al. (1997)</td>
</tr>
<tr>
<td>Fresh foliar and fine root litter, Clit</td>
<td>363.6</td>
<td>g C m(^{-2})</td>
<td>dead fine roots + litter</td>
<td>Gower et al. (1997), Nakane et al. (1997)</td>
</tr>
<tr>
<td>SOM + woody debris, ( C_{som} )</td>
<td>20 616</td>
<td>g C m(^{-2})</td>
<td></td>
<td>Gower et al. (1997), Savage et al. (1997)</td>
</tr>
<tr>
<td>Tree maximum (Tmax, ( r_9 )</td>
<td>0.79</td>
<td></td>
<td></td>
<td>Williams et al. (2005)</td>
</tr>
</tbody>
</table>

Notes: When two values are given, they are the minimum and maximum values. Abbreviations are: PAR, photosynthetically available radiation; NIR, near infrared; VPD, vapor pressure deficit; DoY, day of year; GPP, gross primary productivity; NPP, net primary productivity; Frac., fraction of; SOM, soil organic matter; Tresponse, temperature-sensitive rate parameter.
photosynthetically active radiation (PAR), precipitation (prescribed), vapor pressure deficit (VPD), and wind speeds for the first model layer are passed to the SPA model. Driven by these fields, SPA then calculates the vegetation’s response providing the albedo, evapotranspiration (ET), latent energy (LE), and sensible heat predictions required to drive the CAPS model. To calculate NEE, SPA passes the respiration model estimates of GPP and soil temperatures. The dynamics of the CAB model necessitate starting at midnight. The soil states are initialized at midnight from observations and the remaining states, including the soil carbon pool sizes, are extracted from the 120-day model runs. The atmospheric component of the CAB model cannot be initialized at midnight from measurements as this information is unavailable. Instead the first profile of the each day was used as a basis for the midnight atmospheric profile, this profile was then heuristically amended such that the model predictions achieved a qualitatively good fit with the first profile of the day.

STAGE 2: THE CAB INVERSION

The goal of the inversion was to determine the values of ecological parameters in the CAB model from PBL observations of CO$_2$, water mixing ratio and temperature and from eddy covariance measurements of C and LE fluxes. The prognostic CAB model is used in a Monte Carlo inversion method, described in practical terms in Appendix B (Mosegaard and Tarantola 1995, Knorr and Kattge 2005). The Monte Carlo inversion method is just one form of analysis which is based on Bayes’s theorem, circa 1763 (Bayes 1763). Bayes’ theory allows for a priori knowledge about a system to be revised using new observations. The inversion scheme was run using synthetic data from a forward run of the CAB model (day 205, 24 July 1994 at the SSA-OBS) with appropriate noise added. The following sections will describe the inversion scheme setup and the generation of the synthetic data.

Choice of parameters

To reduce parameter space for a simplified analysis, the model response to six parameters was explored; four from SPA (leaf area index, foliar nitrogen per leaf area, plant hydraulic conductance, and albedo), one from CAPS (roughness length) and one pseudo-parameter from DALEC (a respiration “gain” factor). These parameters were chosen as they represent strong and distinct controls on the hydraulic and photosynthetic/radiative capacities of the vegetation, as well as the mechanical interaction with the atmosphere. In the DALEC respiration model there is no overall rate controlling the respiration, therefore a overall “gain” factor was applied. The prior values for these parameters were taken from the literature values, and the gain on respiration was assumed to be 1. In the Bayesian analysis parameters are converted into log normalized parameters, where the prior value has a log normal value of 1 (see Appendix B).

Generating the synthetic data

Rather than inverting the BOREAS aircraft and EC measurements directly, twin (synthetic) data sets were used to simplify the interpretation of the inversion results. The synthetic data were generated using the prognostic coupled CAB model run from day 205. From this run synthetic PBL profiles of temperature, water mixing ratio and CO$_2$ were saved at the same time of day as the second of the actual observations on day 205, i.e., 13:18. NEE and LE fluxes were saved as 30-minute values.

Uncertainties for EC measurements and aircraft profiles are hard to estimate. Both the systematic and random errors associated with EC data have been
extensively studied (Goulden et al. 1996, Hollinger and Richardson 2005). Loescher et al. (2006) conclude that the treatments of errors are inherently site specific, and so assumptions for the errors in our twin experiment have to be made. In the twin experiment, “standard” EC observation uncertainties were assumed to be Gaussian with standard deviations of 20\% for LE, 20\% for daytime NEE, and 50\% for nighttime NEE, as used in other experiments (Knorr and Kattge 2005). This is a simplification of the uncertainties necessary to work within the assumptions of the Bayesian inversion. However the use of a larger nocturnal uncertainty for NEE was supported by a random error analysis (Hollinger and Richardson 2005). In this analysis we found nocturnal periods to have larger NEE uncertainties despite the smaller overall nocturnal fluxes. Whilst measurement uncertainties for the aircraft measurements were available and comparatively small, total uncertainties including atmospheric variability were harder to determine. The profile measurement error used in this study were expressed as standard deviations of 0.5 K for air temperature, 0.25 g/kg for water mixing ratio, and 0.75 ppm for CO₂ concentration. These standard deviations encompassed the measurement error, and where possible were within the ranges quoted in literature (Raupach et al. 2005). These uncertainties were used in the accept/reject step of the Bayesian analysis framework, see Appendix B.

**Individual inversion setup**

First the inversion was run with flat a priori (i.e., no prior information) and twin data without any uncertainty being added. The permissible range of log-normal parameter values was bounded between −2 and 4. These bounds gave the inversion a broad range of permissible model parameter values (from 1/20th to 20 times the a priori model parameter value). This set of inversions consisted of three different setups, which used different combinations of observations to constrain the inversion; (1) using NEE and LE eddy covariance observations, (2) using PBL measurements (from 200 m to 800 m), and (3) using both EC and PBL measurements. Using the Gelman criteria the length of the analysis was set to 300 000 accepted steps (Gelman 1995).

Second, an inversion was run to discover the likely impacts of biased a priori values. The same synthetic data were inverted with random Gaussian noise added to the measurements as per the previous section. Initially the a priori were set at best guess values (i.e., the values from the forward runs). No actual uncertainties estimates were available for the a priori parameters, and so in accordance with previous studies the log-normal standard deviation was set at 0.25 (Knorr and Kattge 2005). That is, log normal a priori, \( \pi_1 = 1 \), with a standard deviation of 0.25. Bias was introduced by setting the a priori higher or lower by one standard deviation, i.e., \( \pi_1 = 1.25 \) or \( \pi_1 = 0.75 \). For each of these three sets of a priori, the inversion was performed with just eddy covariance flux data, just aircraft profile data and both flux and profile data. This gave a total of nine inversion runs. The Gelman criteria (Gelman 1995) indicated that the length of the analysis could be reduced to 20 000 accepted steps as the use of a priori information significantly reduces the region of parameter space to be explored.

**Stage 1: Forward Model Results**

The mode 1 forward runs of the CAB model were compared first to 120 days of daily aggregated EC data at both the NSA-OBS and SSA-OBS sites. For the 120-day (daily aggregate), simulated LE from the biosphere model compared favorably to data with \( R^2 \) value for LE flux estimates of 0.70 for the SSA-OBS and 0.58 for the NSA-OBS site. The root mean square errors (RMSE) for LE were 1.19 MJ m\(^{-2}\) d\(^{-1}\) (SSA-OBS) and 1.37 MJ m\(^{-2}\) d\(^{-1}\) (NSA-OBS). For 30-minute fluxes over the 120 days, LE flux \( R^2 \) estimates were 0.72 and 0.59, and RMSEs were 40 W m\(^{-2}\) for the SSA-OBS site and 42 W m\(^{-2}\) for the NSA-OBS site.

NEE estimates on a daily time-step had a lower correlation with measurements than LE estimates, with the SSA-OBS site having higher model-observation agreement than the NSA-OBS. NEE \( R^2 \) values were 0.37 and 0.25, and RMSE values were 1.08 g C m\(^{-2}\) d\(^{-1}\) for the SSA-OBS and 1.18 g C m\(^{-2}\) d\(^{-1}\) for the NSA-OBS site. Correlations for the study period on a 30-minute time step were higher (Fig. 2), with NEE \( R^2 \) values of 0.59 (SSA-OBS) and 0.62 (NSA-OBS) and RMSE values of 4.0 \( \mu \)mol m\(^{-2}\) s\(^{-1}\) (SSA-OBS) and 3.4 \( \mu \)mol m\(^{-2}\) s\(^{-1}\) (NSA-OBS). The nocturnal respiration was poorly represented on several days, with the model over estimating the flux.

The responses of the OBS sites are qualitatively similar to that of the weighted flux of all the towers in the SSA and NSA (Fig. 2). This weighted flux was calculated using all the flux towers in each study area. The fluxes were weighted according to the fractional area of the SSA or NSA assigned to each flux tower species.

Comparing the CAB model (run in mode 2) output to the aircraft soundings revealed good model-measurement agreement on both days (Fig. 3). As expected, all modeled profiles show significantly less variation with height than observed in the measurements. The modeled profiles captured the important features of the boundary layer (i.e., the boundary layer temperature inversion and mixed layer concentrations). Evolution of modeled potential temperature mirrors that of the observations, maintaining a well-mixed region topped by a stable region. Observations from day 205 (SSA-OBS) revealed a moister mixed layer (~5 g/kg) compared to day 159 (NSA-OBS, ~3 g/kg). Both days’ simulated water mixing ratios showed similar increases in total atmospheric vapor content to the measurements.

Comparisons between the model and measurement PBL CO₂ budgets were performed for day 159 between
10:18 and 14:24, and for day 205 between 09:49 and 13:18 pm. To determine the vertical extent to include in the budget, a cumulative sum of the molar content of CO$_2$ was calculated. The height chosen contained the maximum possible molar content common to both profiles. That is, PBL profiles of equal molar volumes were compared. Thus due to pressure and temperature changes the height of the morning and afternoon profiles used differed slightly. The resulting region of the profiles used for estimating the NEE estimate were approximately the same as the PBL aircraft sounding height (~1550 m for day 159 and ~1400 m for day 205) and extended above the PBL. Calculated over the 4 hour 23 minute period on day 205, the observed flux was $-4.8$ g C·m$^{-2}$·d$^{-1}$ and the modeled flux was $-4.8$ g C·m$^{-2}$·d$^{-1}$. Calculated over the 4 hour 12 minute period on day 159, the observed flux was $-8.3$ g C·m$^{-2}$·d$^{-1}$ and the modeled flux was $-5.8$ g C·m$^{-2}$·d$^{-1}$.

**Stage 2: Inversion Results**

The first inversion, using flat a priori had very variable constraints on the different model parameters (Fig. 4). The results of the inversion show that LAI and respiration were well constrained. Albedo, roughness length, foliar nitrogen, and the plant hydraulic conductance had strong one-sided constraints. Of these, albedo, foliar nitrogen, and hydraulic conductance were strongly restricted by the prescribed log-normal parameter bounds ($\sim 2$ to $4$). The aircraft data on its own provided the least constraint of the three tests. EC measurements provided a better constraint for the parameters, and, as expected, using both aircraft and
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EC data provided the greatest constraint on the parameters. The combined approach yielded standard deviations that were on average 84% of the EC-only inversion and 74% of the aircraft-only inversion.

The use of non-flat a priori altered the parameter retrieval, with tightened posteriori distributions (Fig. 5) on LAI and respiration, and to a lesser extent conductance and albedo. The posteriori distributions for foliar nitrogen and roughness were essentially the same as the a priori, with the a priori were biased or not. With unbiased a priori the median of all posteriori distributions was within one standard deviation of the synthetic truth. The exception being albedo inverted from eddy flux data alone, which was just greater than one standard deviation. Using biased a priori reduced the percentage of median posteriori within one standard deviation to 58% for just fluxes, 58% for just profiles and 67% for both. The performance of inverting just fluxes

---

**Fig. 3.** Modeled and measured boundary layer profiles of potential temperature, mixing ratio, and CO₂ concentration for day 159 (NSA-OBS) and for day 205 (SSA-OBS), 1994. Profiles are from aircraft flights through the boundary layer; local time is shown. Measurements are shown as diagonal crosses, and modeled data by solid lines. The gray shaded area shows the full extent covered by the modeled profiles (for the time period between the two PBL soundings) and is shown to provide a visual guide for the diurnal progression of the measured and modeled profiles.
Fig. 4. The constraints placed on the posteriori distributions of six parameters by the model and the observations. Flat a priori constraints are used for this analysis, and the CAB model was constrained by flux data and aircraft observations. Solid lines are aircraft soundings + flux data, dotted lines are flux data only, and dashed lines are aircraft soundings. Lognormal parameter values are shown on the bottom of each panel, with the actual value on top. LAI stands for leaf area index. Note that the y-axis scale numbers should be multiplied by 1000 to obtain the true frequencies.
and just profiles was very similar. However, fluxes appeared to be a better constraint on LAI and the profiles a better constraint on albedo.

**DISCUSSION**

Modeling of diurnal variation in ecosystem C fluxes is a mature area of research and so it is unsurprising that the biosphere component of the forward model (stage 1) compares favorably to the observations of fluxes from EC data at both sites (Fig. 2). The notable exception to this is the nocturnal respiration flux for several days during the periods shown, where the model does not replicate the reduction of nocturnal NEE fluxes to 0–2 μmol·m⁻²·s⁻¹. A corresponding difference on the daytime fluxes is not observed. Indeed the model, measurement differences are only observed on certain days. This

---

**Fig. 5.** This figure shows the modification to the posteriori distributions that can be expected from biased a priori when inverting both eddy covariance (EC) and flux (PBL) measurements. The distributions are described by the median (white line), standard deviation (gray box) and the full range (whiskers). The true synthetic parameters are indicated with a black line, and the a priori with a dotted line. The normal logs of the parameter values are shown in the bottom scale of each panel, with the actual values shown on top.
result, combined with the very low measured fluxes during these periods, suggests the presence of katabatic flows or uncorrected storage terms in the eddy flux data rather than a serious deficiency in the model. However, the problem does not affect the surface fluxes during the daytime growth of the PBL. The results show that, when properly parameterized from measurements, processes encapsulated in the biosphere model are largely consistent with observations, albeit with less variation. Although in the NSA the weighted flux towers only accounted for 54% of the area (SSA 87%), the weighted flux average for the SSA and NSA are close to the fluxes from just the OBS site. This congruence suggests that despite the spatial heterogeneity the of the study areas the simulations captured the aggregated response of the NSA and SSA for this period. This assumption is supported by the assertion that black spruce dominates the PBL dynamics of the region (Betts et al. 2001). Therefore we conclude that the surface components of the CAB model are capable of adequately simulating these aggregated landscape responses.

Comparisons of the CAB model to PBL observations are less robust due to the small number of available PBL soundings at the sites. This data sparsity means that only...
the midday period can be compared, and only for two days with suitable atmospheric conditions. Fortunately this is a period of seasonally and diurnally strong land surface exchanges and so sees active changes to the PBL. For the two days that are suitable, the CAB model performs well in capturing the evolution of key features in the PBL, such as the mean scalar properties of the mixed layer and the height of the boundary layer. However, whilst the study days and study site have been chosen to minimize the effect of advection, it is reasonable to assume that advection is having an unquantified and potentially significant impact on the PBL profile measurements and thus complicates the comparison with CAB predictions. Although the available data have not permitted an exhaustive test of the model, we have shown CAB to be suitably skilful. This skills justifies the follow-on application of the coupled model to investigate the information contained within PBL profiles above the land surface, in the stage 2 twin study.

In stage 2, two separate analyses were run using the Bayesian inversion scheme. The first, with flat a priori information, investigated the data content of the PBL and/or EC measurements. The second analysis looked at the ability of the inverted PBL and EC observations to correct biased a priori information. An advantage of using synthetic data to run these analyses is that the ‘truth’ is known exactly and so the retrieved states can be appropriately analyzed.

In first inversion, with flat, non-informative, a priori, we explored the theoretical limits of what inverting the observations can tell us about our parameters, i.e., the data resolution. The flat a priori experiment showed the inversion could return the correct (within uncertainties) estimates for LAI, foliar nitrogen, albedo and the respiration gain factor for all combinations of data (EC only, PBL profile only, both combined). However of these parameters, foliar nitrogen and albedo had poorly constrained posteriori distributions. Additionally the posteriori distributions for plant hydraulic conductance and the surface roughness length were largely undetermined apart from a one sided threshold. The strong constraints on LAI were expected; LAI has a strong impact on energy partitioning, evapotranspiration, and photosynthesis, and so can be constrained by all of the observations. Respiration is the only other factor needed to obtain NEE from GPP, and thus respiration gain is well constrained as a direct consequence of the constraints on LAI. These results mean that, theoretically at least, we might be able to determine the LAI and respiration of a landscape using an inversion of atmospheric profile data. However, due to the nature of the respiration gain factor, caution is required when applying this result generally to inverting respiration models as this information might not directly translate to constraints on actual respiration processes (such as temperature sensitivity). To capture these responses longer time series would be required.

In the second-inversion analysis, the addition of unbiased a priori parameters helps address this perceived lack of information and returns posteriori medians that were all (but one) within one standard deviation of the truth synthetic value (Fig. 5). However closer inspection reveals that posteriori distributions for foliar nitrogen and roughness contain very little information in addition to the information provided in the a priori. To a lesser extent this is also true with conductance and albedo. This low information content is in agreement with the findings of the flat a priori experiment. The biased inversions also backup this finding, indicating that the inversions can correct poor LAI and respiration a priori quite well. Biases in the conductance and albedo a priori were also partially amended, but biased a priori foliar nitrogen and roughness information was not improved.

Interestingly, the performance of inverting flux data and profile data was similar and only slightly worse than inverting both data sources. This result suggests that, at least in this synthetic study, the half hourly flux data does not have significantly different information content to the scalar concentrations within the PBL over 24 hours. This result is possibly due to the better constraints of the three scalars in the PBL (versus two fluxes) being balanced by the addition of the temporal constraints of eddy covariance flux data. However additional studies will have to be undertaken to generalize these findings to real world data sets, as relative uncertainties and biases will have a large effect. In particular, eddy flux data spanning many years is generally available, but can only normally be assumed to be representative of the immediate flux footprint (~1 km²). Whereas PBL profiles are representative of a wider area but are impractical for capturing seasonal variability (with the possible exception of satellite derived products). Additionally, real-world errors and biases with both PBL (e.g., advection, poor model representation of stable PBLs [Cuxart et al. 2006]) and eddy covariance (e.g., katabatic flows [Kutsch et al. 2008]) will complicate the analysis (Lasslop et al. 2008).

This experiment only attempted to retrieve 6 out of a possible 42 parameters in the CAB model. Therefore the inversion implicitly assumes that these other 36 parameters were precisely “known.” This is obviously not the case, because even when direct measurements are available for some parameters uncertainties remain. However an attempt to invert the PBL concentrations to retrieve information about a completely unknown system would be impractical as a 42-dimensional parameter space would be too vast to sample sufficiently with this approach and a more numerically efficient technique would be needed. Thus a question remains as to how these 36 additional parameters can be obtained for regions where direct measurements do not exist.
CONCLUSIONS

Bottom-up (forward) modeling at the stand to PBL scale is, although far from perfected, a mature field. Given sufficient observations for model parameterization and initialization our ability to predict a small number of surface fluxes and scalars in the PBL is good. However our attempt to bridge the gap between the PBL and the stand scale has highlighted some fundamental limitations. Our inversions show that it is possible to resolve a few parameters and (theoretically) these can be determined from inversions. These parameters are typically those that are constrained by more than one scalar PBL measurement or EC flux measurement. Additionally, in the case of synthetic data, inverting flux time series and PBL concentrations provide similar constraints. This result means that there is potential to assimilate the diurnal changes of these PBL observations into ecosystem models, to improve and constrain them. However significant challenges remain if we are to apply this approach in a robust manner to real world heterogeneous data, where the inversion would be significantly complicated by the multiple land surface types.

An alternative point of view is to see the inversion as a “razor” allowing us to determine which parameters are important from the perspective of a coupled atmosphere–biosphere at the landscape scale. In fact it might be the case that we just need to determine if a parameter is below/above a threshold, and is therefore a controlling factor, or not, for a given ecosystem. Care will have to be taken when extending these findings beyond boreal black spruce, as it is very likely that the important parameters and thresholds will change with location, species, ecosystem stresses and timescales.
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