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We use optimal estimation to infer the vertical distribution of surface emissions lofted from boreal and tropical biomass burning during June–October (JJASO) 2006. We use satellite observations of CO, a tracer of incomplete combustion, at thermal infrared and microwave wavelengths from Aura Tropospheric Emission Spectrometer (TES) and Microwave Limb Sounder (MLS), respectively. TES and MLS together typically provide two to three pieces of information. We use a maximum a posteriori (MAP) methodology to estimate emitted CO mass in five vertical regions spanning the troposphere and lower stratosphere, equivalent to estimating surface emissions. Correlations between neighboring vertical regions, due to vigorous mixing induced by surface heating, reduce the inversion to the information content provided by the data. We use a total of 1785 TES profile measurements, of which 672 are colocated with MLS. We define an injection height based on MAP statistics. We find that 10\%–20\% of boreal and tropical fire emissions, depending on the region, reach the free and upper troposphere during JJASO 2006. Our injection height estimates during two key pyroconvective events, Siberia (July) and Indonesia (October), qualitatively agree with measurements of aerosol index and attenuated backscatter from Aura Ozone Monitoring Instrument (OMI) and CALIPSO, respectively. Surface emissions inferred from our mass estimates agree with the Global Fire Emission Database biomass burning emission inventory to within ±10\%. The small percentage of emissions injected above the boundary layer result in disproportionate changes in CO concentrations of more than 2–25 ppb and 15–160 ppb over boreal and tropical regions, respectively.


1. Introduction

Most heat released from free-burning fires is transferred into buoyant convective flows. The vertical extent of this mixing, much faster than boundary layer mixing, is a complex function of the fuel type, duration of burning, and the resulting meteorological conditions [Andreac et al., 2004; Luderer et al., 2006; Trentmann et al., 2006; Rosenfeld et al., 2007]. It is generally thought that burning emissions remain in the boundary layer (BL), occasionally reaching the free troposphere (FT) [Freitas et al., 2006].

However, there is mounting evidence from aircraft and satellite measurements [Fromm et al., 2008; Domoah et al., 2006; Jost et al., 2004; Livesey et al., 2004; Coheur et al., 2007; Colarco et al., 2004; Cook et al., 2007] that intense surface heating associated with forest fires generates rapid vertical mixing, pyroconvection, which lofts copious amounts of trace gases and particles throughout the troposphere and lower stratosphere (LS). This rapid vertical transport of trace gases and particles has implications for the atmospheric chemistry and transport of biomass burning pollutants, but the frequency of these extreme events remains unclear.

Pyroconvection generally occurs on spatial scales much smaller than currently available with state-of-the-art global transport models and measurements from space, limiting our abilities to study its widespread impact on distributions of trace gases. State-of-the-art chemistry transport models that include biomass burning typically inject trace gases into the BL or heuristically inject mass throughout the troposphere based on sparse aircraft profiles [Leung et al., 2007; Turquety et al., 2007; Generoso et al., 2007].

We use carbon monoxide (CO), a general product of incomplete combustion, as a tracer of biomass burning. The main sink of CO is the hydroxyl radical (OH), with a resulting atmospheric lifetime of several weeks to a few months, long enough so that emitted plumes can be observed above background concentrations and short enough so that fresh emissions can be readily identified. We analyze colocated tropospheric nadir vertical profiles and upper troposphere/lower stratosphere (UT/LS) atmospheric limb measurements of CO from the NASA Tropospheric Emission...
Spectrometer (TES) [Beer, 2006] and Microwave Limb Sounder (MLS) [Waters et al., 1999], respectively, aboard the EOS-Aura satellite. The Aura satellite, described in section 2, has a local equatorial crossing time of 13:45, in ascending node, close to the expected diurnal peak of burning activity [Giglio, 2007]. The thermal infrared wavelengths used by TES have sensitivity to the lower troposphere (LT) when there is a significant thermal contrast between the LT and FT, as expected during intense surface heating from biomass burning. Over actively burning regions, TES and MLS observations typically provide a total of 2–3 pieces of information about CO in the troposphere. The GEOS-Chem chemistry transport model [Leung et al., 2007; Turquety et al., 2007] used here as the forward model to relate surface CO emissions to global 3-D CO concentrations (section 3), is sampled at the time and location of TES and MLS measurements and convolved with scene-specific instrument averaging kernels.

The main focus of the paper is to estimate the vertical transport of biomass burning emissions during June–October (JJASO) 2006. To minimize model error due to nonburning sources of CO during JJASO we use a maximum a posteriori (MAP) (section 4.1) optimal estimation method to determine initial CO concentrations, by fitting model continental CO emissions to global 3-D CO concentrations (section 3), is sampled at the time and location of TES and MLS measurements and convolved with scene-specific instrument averaging kernels.

Figure 1. Emissions of CO from active fires during JJASO 2006 (g CO/m²/JJASO) based on GFED (version 2) 8 day data. The following regions are used to determine initial conditions on 1 June 2006 for the inversion: North America (NA1 and NA2), Europe (EU), boreal Asia (BA), Asia (AS), Indonesia (INDO), South America (SAM), southern Africa (SAF), and rest of world (ROW). The following regions are used to study pyroconvection: Canada (C1 and C2), Siberia (S1 and S2), SAM, SAF, and INDO.

2. TES and MLS CO Measurements

The Tropospheric Emission Spectrometer (TES) and the Microwave Limb Sounder (MLS), two sensors aboard the NASA EOS-Aura satellite, were launched in July 2004 in a Sun-synchronous orbit. Both instruments measure atmospheric CO. TES is an infrared Fourier transform spectrometer that measures thermal emission in the 3–15 μm spectral region [Beer, 2006]. The ground footprint of each nadir observation is 5 km across track by 8 km along track. The along-track distance between successive nadir observations is approximately 182 km, achieving about 3400 individual soundings during global survey mode (26 h). We use vertical profile measurements of CO determined by optimal estimation [Bowman et al., 2006] from data version Level 2 Global Survey Standard Products, V003, F04_04. TES CO profile concentrations, averaging kernels and error covariances are given for 67 pressure levels located mainly in the troposphere and stratosphere.

TES CO profile observations typically have 1 to 2 bits of information in the troposphere, which degrade with increasing latitude [Rinsland et al., 2006]. The information content reflects strong correlations between CO mixing ratios at individual pressure levels with each retrieved CO concentration a product of the contribution from all the other levels.

Measurements of CO from the Microwave Limb Sounder (MLS) are used in conjunction with TES CO measurements to provide additional constraints in the UT/LS. MLS is a small radio telescope that scans the atmospheric
radiation along the atmospheric limb [Waters et al., 1999]. CO is fitted using optimal estimation of measurements in two bands of the MLS 240 GHz radiometer, with a horizontal resolution of 400 km.

[10] We use version 2 MLS data and correct for a well characterized bias at two levels: dividing the 215 hPa MLS observation by a factor of 2 and reducing the 145 hPa MLS by 30% [Livesey et al., 2008; Pumphrey et al., 2007].

[11] MLS takes a limb measurement of an air mass, which is then observed 15 minutes later in the nadir by TES. We collocate cloud-free TES and MLS measurements using a two step approach: first, we identify measurements that fall into the same GEOS-Chem 2° × 2.5° model grid (section 3), and second, we only consider TES and MLS measurements that are taken within 15 minutes of each other. We follow data quality screening protocols from the TES and MLS science team [Osterman et al., 2007; Livesey et al., 2007]. We focus on maximizing the spatial and temporal coverage from TES measurements that provide information about the lower and free troposphere, recognizing that vertical transport to the UT/LS due to surface burning is relatively infrequent.

3. Forward Model

[12] The forward model \( F \) generally describes the relationship between the state vector \( x \) and the measurement vector \( y \):

\[
y = F(x, b) + \epsilon, \tag{1}
\]

where \( b \) represents model parameters that are not retrieved, e.g., in our problem nonbiomass burning sources of CO, and \( \epsilon \) denotes the model error (e.g., chemistry, meteorology).

[13] In our work we use the forward model to describe the relationship between the state vector \( x \) described by surface emissions of CO and atmospheric measurements of CO as observed by the TES and MLS instruments, \( y \). This is a three-step process.

[14] First, the GEOS-Chem global 3-D chemistry transport model relates surface emissions of CO to global 3-D distributions of CO concentration [Fiore et al., 2003]. We use GEOS-Chem v7-04-10, driven by meteorological observations from the Goddard Earth Observing System v4 from the Global Modeling and Assimilation Office Global Circulation model based at NASA Goddard. We use this model at a horizontal resolution of 2° × 2.5°, with 30 sigma levels that span the surface to 0.01 hPa, 12 of which are below 10 km. The 3-D meteorological data is updated every 6 h, and boundary layer and tropopause heights are updated every 3 h.

[15] Primary sources of CO include biomass burning, fossil and biofuel combustion. Secondary sources are from the oxidation of coemitted volatile organic compounds (VOCs).

[16] We use 8 day mean biomass burning emission estimates from the Global Fire Emission Database (GFED version 2) [van der Werf et al., 2006]. Fossil fuel distributions are based on 1985 values that have been scaled to 2006 values using liquid CO\(_2\) usage [Palmer et al., 2003]. The magnitude and distribution of fossil fuel emissions over eastern Asia are taken from more recent work [Streets et al., 2006]. We use climatological biofuel emission estimates [Yevich and Logan, 2003]. We account for the secondary source of CO from the oxidation of VOCs by using empirical scaling factors based on oxidation yields determined by laboratory studies [Duncan et al., 2007a].

[17] The main sink of CO is by oxidation with OH, resulting in an atmospheric lifetime of several weeks to a few months. We use precomputed monthly mean OH fields from a full-chemistry simulation for 2006, enabling us to linearly decompose CO contributions originating from individual sources and geographical regions. Although adjustment of CO sources should affect OH, the effect is inconsequential for estimating rapid vertical transport of CO using TES and MLS observations, which are directly overhead of the emissions. Using fixed monthly mean OH concentrations greatly simplifies calculation of the Jacobian matrix \( K \), used in the inversion calculations (section 4). We use a yearlong spin-up period (March 2005 to March 2006) to ensure that initial conditions are not present during the 2006 study period.

[18] Second, we sample the 3-D field of CO concentrations at the time and the location of each TES and MLS measurement in 2006. We discard model scenes with associated cloud optical depths greater than 1.0, which correspond to a 30% reduction in measurement sensitivity [Osterman et al., 2007].

[19] Finally, we apply scene-dependent averaging instrument kernels, \( A \), which account for the vertical sensitivity of TES and MLS, to map from the 1-D CO concentration profiles, determined by GEOS-Chem, to TES and MLS measurement space (equation (3)). This final step is described in more detail below.

4. Inverse Model

[20] In this section, we describe two inverse model calculations using a maximum a posteriori (MAP) optimal estimation approach: (1) estimation of CO sources prior to JJASO 2006 and (2) estimation of the emitted mass of CO from burning as a function of altitude. As we discuss below, these two calculations are mathematically equivalent.

[21] Here, we outline the general methodology that is shared by the two calculations. Below we expand on calculation-dependent details. We use the MAP methodology:

\[
x_{i+1} = x_i + \left( K_i^T S_y^{-1} K_i + S_a^{-1} \right)^{-1} \cdot K_i^T S_y^{-1} (y - F(x_i)) - S_a^{-1} (x_i - x_0)
\]

\[
S = (K S_y^{-1} K + S_a^{-1}),
\tag{2}
\]

where \( x \) is the state vector, \( x_0 \) is the a priori state vector with associated errors described by the a priori error covariance matrix, \( S_a \), \( y \) is the measurement vector with associated errors described by the measurement error covariance matrix, \( S_y \), \( K_i \) is the Jacobian matrix, describing the sensitivity of \( y \) to changes in \( x_i \), \( S \) is the a posteriori error covariance matrix; \( K \) is the a posteriori Jacobian matrix. The superscripts \(-1\) and T denote matrix inverse and transpose operations, respectively.
The subscript \( i \) denotes the \( i \)th iteration. All other variables are as previously defined.

4.1. Estimating Nonburning CO Sources Prior to JJASO 2006

[22] To minimize the bias between model and measurements during the 2006 JJASO burning season due to fossil and biofuel CO sources, we use the MAP approach (equation (1)) to determine CO concentrations on 1 June 2006 (initial conditions) using TES CO measurements between March and May (MAM) 2006.

[23] For this calculation, with reference to equation (1), the state vector \( x \) includes CO emissions from fuel combustion (the sum of fossil fuel and biofuel) and biomass burning originating from North America (NA), Europe (EU), Asia (AS), boreal Asia (BA), southern Africa (SAF), South America (SAM), Indonesia (INDO), and rest of the world (ROW) as shown in Figure 1. The sum of fossil fuel and biofuel combustion accounts for the significant overlap of biomass (BB) emissions (Figure 1) are from North America (NA = NA1 + NA2), Europe (EU), Asia (AS), boreal Asia (BA), Indonesia (INDO), South America (SAM), and southern Africa (SAM). We also estimate emissions from the rest of the world (ROW) as shown in Figure 1. The sum of fossil fuel and biofuel emissions from the rest of the world (ROW) as shown in Figure 1. The sum of fossil fuel and biofuel emissions is also included.

[24] The measurement vector \( y \) includes only CO measurements from TES during MAM, 2006. TES measurements are described as the natural logarithm of the CO concentration [Bowman et al., 2006]. For this calculation, the forward model, including the GEOS-Chem CTM, relates surface emissions to TES measurements of CO, which are subsequently sampled at the time and location of TES measurements.

[25] We then use an interpolation matrix to map the model data to the 67 TES retrieved pressure levels (section 2). We also use the 67 levels to smooth the observation error covariance (equation (4)). Finally, we convolve the resulting profile with a scene-dependent instrument averaging kernel \( A \), which describes the vertical sensitivity of the instrument to changes in atmospheric CO concentration. The forward model \( F(x) \) is described succinctly as

\[
F(x) = y_a + A[\ln[H(x, b)] - y_a],
\]

where \( y_a \) is the a priori CO concentration profile used for each profile retrieval.

[26] For each TES observation the observation error covariance, \( S_y \), in log space is created as follows:

\[
S_y = S_M A^T + S_{noise},
\]

where \( S_{noise} \) represents an estimate of instrument noise error, which we obtain with each TES observation, and \( S_M \) represents the sum of forward model and representation error which we assume to be diagonal with a magnitude 40% of the CO concentration [Jones et al., 2003]. Applying averaging kernels to \( S_M \) ensures that the model error is smoothed in a consistent way to the instrument and that we account for the off-diagonal elements and cross correlations in the observation error covariance.

[27] Assuming fixed monthly mean OH concentrations (section 3) allows us to linearly decompose total CO into contributions from individual sources and regions. This greatly simplifies the calculation of the Jacobian matrix \( K \), describing the sensitivity of \( y \) to changes in \( x \):

\[
K_i = A \left[ \frac{1}{H(x)_{true}} \left( \frac{\partial H(x)_{true}}{\partial x} \right) \right],
\]

where \( H(x)_{true} \) is a linearly decomposed tracer from a particular region and source.

[28] For the inverse model we use the tropospheric levels for TES. Using submatrices for \( K, S_y, y, \) and \( F(x) \) reduces noise in the inversion and consequently increases the stability of the inversion.
The inverse model averaging kernel, $A^*$, is the analogue of the instrument averaging kernel, $A$, and describes the ability of the measurements to infer the state vector, which in this calculation is surface fluxes of CO. A state vector element with a value of $A^*$ close to unity means that it is well constrained by the measurements.

Table 1 shows that TES effectively constrains fuel emission estimates during MAM 2006 with the exception of BA where these emissions are small. A posteriori fuel emission estimates for NA and EU are 25% and 50% smaller than prior estimates, respectively. A posteriori fuel emission estimates for AS and ROW increase by 40% and 100%, respectively.

TES also constrains biomass burning emission estimates over regions where the burning season is underway during MAM 2006, e.g., SAF, AS and BA. For this time period, we find that EU and AS prior biomass burning emissions underestimate the measurements by a factor of 2 and 3, respectively. Prior biomass burning emissions over BA overestimated the measurements by 30%.

A posteriori SAM and INDO biomass burning emission estimates during MAM 2006, when fire activity is minimal, are slightly negative. SAM emissions are not well resolved by TES ($A^* = 0.17$). INDO emissions, according to the averaging kernel, are well resolved by TES but may reflect large model errors in vertical transport of burning emissions, as discussed below. These results are largely insensitive to changes in a priori and measurement error, so we consider these estimates to be robust. We reemphasize that the importance of this calculation is to correct the nonburning emission sources of CO before we embark on a more detailed inverse model treatment of biomass burning emissions. We adjust the linear tagged tracers, corresponding to 1 June 2006, by using the ratio between a posteriori and a priori emissions (Table 1).

4.2. Estimating Vertical CO Mass Distribution

To determine recent vertical transport of biomass burning emissions during JJASO 2006, we use all available TES and MLS measurements of CO over that period. Due to limitations of the available data the method is unable to identify the responsible process(es), and consequently, we interpret our results as an ensemble average for a particular region. For example, individual injection heights will not necessarily reflect the rapid vertical transport due solely to burning, instead reflecting nearby vertical transport due to other convective processes.

We determine vertical transport of biomass burning emissions by fitting CO mass in the troposphere as a function of altitude using CO concentration measurements, $y$, which is equivalent to the conventional surface flux estimation problem [Pfister et al., 2005]:

$$\frac{\partial y}{\partial e} = \sum_i \frac{\partial m_i}{\partial e} \frac{\partial y}{\partial m_i}$$  

(6)

where the left hand side and right hand side represent the sensitivity of $y$ to changes in emission $e$. This is equivalent to the sensitivity of mass $m$ at altitude level $i$ to a change in $e$, convolved with the sensitivity of $y$ to a change in $m$ at altitude $i$. $\frac{\partial y}{\partial m_i}$ is similar to the instrument averaging kernel because of the relationship between mass and concentration, and $\frac{\partial m_i}{\partial e}$ can be thought of as the pyroconvection injection mass distribution.

By virtue of the problem we are addressing and the fact that the forward model (section 3) does not generally inject biomass burning plumes above the BL, we artificially inject biomass burning CO into the troposphere over Canada (C1 and C2), Siberia (S1 and S2), SAM, SAF, and INDO during JJASO 2006 (Figure 1). All source magnitudes and distributions are as previously described.

For an a priori injection profile, we calculate the typical number of model grid boxes that fall within the mean BL and tropopause height, based on assimilated meteorology, over the boreal and tropical regions during JJASO 2006, and use this fixed grid information throughout the study period. We acknowledge that the tropopause height over the tropical regions will typically be much higher than the boreal regions, but using the fixed altitude grid permits an easier comparison between boreal and tropical regions. To ensure we do not include unnecessary a priori information into our retrieval, we inject 22.5% of the total mass uniformly over four tropospheric altitude $z$ regions (BL*, $z < 2$ km; lower FT, $2 \text{ km} < z < 5 \text{ km}$; upper FT, $5 \text{ km} < z < 8 \text{ km}$; and the UT, $8 \text{ km} < z < 11 \text{ km}$), here BL* refers to the lowest 2 km of the atmosphere and does not correspond to the 3 hourly meteorology used by the forward model. We inject the remaining 10% of the total mass in the UT/LS ($11 < z < 15 \text{ km}$), recognizing that pyroconvection may occasionally reach through the tropopause. Within an individual vertical region we assume the mass is uniformly mixed. We find that our analysis is generally insensitive to our assumed a priori injection profile.

The forward model uses the averaging kernel for all levels of TES (67 pressure levels) and MLS (37 pressure levels) to estimate the model profiles and for smoothing observation error covariances.

To construct the Jacobian matrix, $K$, for each measured profile we use the closest spatial and 3 h BL height and tropopause height.

For this calculation, with reference to equation (1), the state vector $x$ includes a five-element state vector, $x: n_{BL}, m_{LFT}, m_{UT}, m_{UTL}$, and $m_{UTLS}$ corresponding to the mass of CO (kg CO/15 min/GEOS-Chem grid box) in the BL, lower and upper FT (LFT and UT), the UT, and the UT/LS, respectively. The altitude ranges for these nominal vertical regions are 0 to BL for BL, BL to 5 km for the LFT, 5–8 km for the UT, 8–11 km for the UT, and 11–15 km for the UT/LS. The UT/LS region, as defined here by altitude, is exclusively in the UT for the tropics. We use a five-element state vector to improve the model fit to the measurements, acknowledging that naturally strong correlations are present in neighboring state vector elements due to vertical mass transport.

We assume a uniform value of 100% for $S_M$ that describes the CO mass in each vertical region, reflecting uncertainties in fuel loading, combustion completeness, area burned, and subgrid-scale meteorology. We assume a uniform value of 100% for diagonal elements of $S_n$. 


The measurement vector $y$ includes CO measurements from TES and MLS during JJASO, 2006, as described above. For the inverse model we use a subsample of the full instrument averaging kernel used in the forward model: the tropospheric levels for TES and the 215 hPa and 147 hPa retrieval levels for MLS. Using submatrices for $K$, $S_p$, $y$, $F(x_i)$ reduces noise in the inversion and consequently increases the stability of the inversion. We use the full TES and MLS matrices to build the error covariances and CO model profiles.

The TES observation error covariance $S_y$ is as stated in section 4.1. $S_p$ for MLS is formulated in a similar manner (equation (4)) but in linear space.

We do not consider the smoothing error [Rodgers, 2000] because we do not have high-resolution CO profile observations for our regions and times of interest. We therefore consider the retrieval as an estimate of a smoothed version of the state vector, rather than an estimation of the complete state.

### 4.2.1. Convergence Criterion

We use the following convergence criterion [Connor et al., 2008]:

$$\left(x_i - x_{i+1}\right)^T S^{-1} \left(x_i - x_{i+1}\right) < n,$$

where $n$ is the number (=5) of state vector elements. We find 2%–3% of all our inversions fail this convergence criteria, which we discard. Convergence is generally reached within 2 or 3 iterations of the MAP approach.

### 4.2.2. Inversion Information Content

We use the prewhitened Jacobian, $\tilde{K}$, to determine the resolution of the state vector for each inversion:

$$\tilde{K} = S_p^{-1/2} K S_d^{1/2}.$$ \hspace{1cm} (8)

The number of singular values of $\tilde{K}$ greater than unity provides an indication of the number of pieces of information that can be retrieved from the inversion. We find that in nearly all our vertical mass retrievals the effective rank of the prewhitened Jacobian is typically 2 or 3, reaching 4 under some rare circumstances, supporting our use of a five-element state vector. The degrees of freedom (not shown here) in all our cases of the a posteriori state vector solution typically lies between 1.5 and 3.0.

### 4.2.3. Definition of Injection Height

We define the injection height as the maximum height at which the a posteriori mass is higher than the a priori mass and the a posteriori uncertainty is 50% smaller than the a priori value. This is described using the following criterion:

$$\left(\frac{S_{\alpha}}{S_{\alpha 0}}\right) \leq 0.5 \land (s_{\alpha i} \geq s_{\alpha}) \lor (s_{\alpha i} \geq s_{\alpha}),$$ \hspace{1cm} (9)

where $x_i$ represents the a posteriori state vector; $\land$ and $\lor$ denote the mathematical terms “and” and “or,” respectively, and all other variables are as previously defined. The subscript $i$ is from 1 to 5. Our criterion is based on the assumption that once the a posteriori error is reduced by a factor of 2, i.e., $(S_{\alpha i}/S_{\alpha i 0} < 0.5)$, the solution in the state vector is not significantly influenced by the a priori state vector assumption [Rodgers, 2000].

For each retrieval, we start from the surface (BL, index $i = 1$) and move up to the UT/LS ($i = 5$), testing if the criterion in equation (9) is met at each level. The last index for which the criterion is met is the injection height. The strict criterion is met by 33% of the retrievals. As a conservative approach we interpret the remaining 67% of converged retrievals, which have a posteriori uncertainties that have been reduced by less than 50%, as having BL injection heights.

### 5. Results

Here, we present the mean statistics of our retrieved injection height over JJASO 2006 for each study region shown in Figure 1.

We compare the associated a posteriori biomass burning emissions with corresponding values from the GFED inventory [van der Werf et al., 2006].

To help evaluate our retrieved injection heights, particularly those associated with transport to the FT and UT, we present two cases: (1) Siberia, July 2006; and (2) Indonesia, October 2006. We use (1) aerosol index (AI) measurements from the Aura Ozone Monitoring Instrument (OMI), which track the transport of smoke aerosol from surface fires, and (2) measurements of backscatter attenuation from the NASA CALIPSO satellite [Vaughan et al., 2004], which provide profiles of cloud and aerosol properties. Further information about OMI and CALIPSO (and how these data can provide information on aerosol size and hydration) can be found in Appendix A.

We quantify the importance of our retrieved injection heights on determining tropospheric composition using the GEOS-Chem chemistry transport model.

### 5.1. Mean Statistics of Injection Heights

During JJASO 2006 we find a total of 1785 TES CO profiles, of which 672 are collocated with MLS CO profiles. Figure 2 shows the mean statistics of injection heights during JJASO 2006. We find no significant regional variations in pyroconvection injection heights over Siberia and Canada, where 11%–19% of observed plumes reach the FT and UT. Analysis of plume height data derived using multilangle imaging and lidar measurements over Canada in 2006 showed that 5%–20% of all plumes are transported out of the BL [Mazzoni et al., 2007; Kahn et al., 2008].

Over SAF, where the fuel source is mainly savanna, we find that less than 10% of plumes are transported out of the BL. Over SAM, approximately 17% of the burning emissions are injected out of the BL, supporting findings based on airborne measurements that injection heights higher than the BL over the Amazon are not uncommon [Andreae et al., 2001].

Over INDO, where deep convection is frequent during September and October [Duncan et al., 2007b], we find that up to 23% of emissions were injected into the FT and UT, with 4% reaching higher than 11 km. Fire activity
over this region was anomalously high during October 2006 due to El Niño [Logan et al., 2008; Nassar et al., 2009]. Observed values of CO from TES and MLS, and of formaldehyde, another tracer of biomass burning, from the OMI aboard Aura (T. Kurosu, Harvard-Smithsonian Center for Astrophysics, personal communication, 2009), over Indonesia during October 2006 are some of the highest in their record.

5.2. Evaluation of A Posteriori CO Emissions

As explained above, vertically integrating our retrieval of mass redistribution is equivalent to estimating surface emissions (equation (1)). Table 2 shows that our a posteriori emission estimates are typically within 10% (range from 2% to 23%) of a priori emissions provided by the Global Fire Emission Database [van der Werf et al., 2006] over the regions studied.

We find that for a large number of retrievals the vertical CO mass is redistributed, sometimes dramatically, while the total column CO mass is conserved within uncertainty (not shown). Table 2 shows that when we consider only the retrievals for which we can confidently determine an injection height, a posteriori emissions are

Figure 2. Absolute and percentage frequency distribution of retrieved BB injection heights for C1, C2, S1, S2, SAM, SAF, and INDO (Figure 1) during JJASO 2006 for five distinct crude atmospheric regions. These data represent retrievals using all TES CO data, as well as colocated MLS data, where available.
typically lower than a priori emissions over boreal regions and higher than a priori emissions over tropical regions; this situation is similar if we include all converged retrievals (Table 2).

5.3. Evaluation of Siberian Fires in July 2006

[57] Large forest fires occurred over Siberia during July 2006, which were associated with significant photochemical processing, resulting in elevated concentrations of tropospheric O$_3$ \cite{Verma et al., 2009}.

[58] Figure 3 shows that over Siberia on 26 July, AI values at the core of the smoke plume are larger than 10, representing some of the highest values observed during a typical burning season and provide an indication that particles have been transported in the UT/LS \cite{Fromm et al., 2008}. Figure 4 shows CALIPSO attenuation measurements for that time and region, which suggest cloud top heights between 10 and 15 km, independently confirming the high AI measurements. The nearest TES/MLS measurements are 100 km away (not shown).

[59] As this smoke plume travels northeastward AI values decrease due to atmospheric dispersion, but are still above 10 on 28 July when TES and MLS overpass (Figure 3). Nearby CALIPSO attenuation backscatter measurements, available on 27 July, suggest that cloud top heights are between 10 and 15 km (Figure 4); a nearby CALIPSO overpass is not available on 28 July.

[60] On 28 July, Figure 5 shows that TES measurements of CO in the LT, where the instrument is sensitive to CO during surface burning, is in excess of 200 ppb; MLS CO observations, above 10 km, are close to 200 ppb, a reflection of rapid vertical transport. We find that 60% of the total column over this region is due to regional biomass burning (not shown), corresponding to an a posteriori mass increase in the LFT and UT and a decrease in the UFT, with the total column mass increasing by only 5%. For this retrieval we find the injection height is above 10 km, consistent with the large observed AI.

[61] On 29 July, OMI AI is 8.5 corresponding to elevated CALIPSO attenuated measurements at 10 km (Figure 4). No TES and MLS measurements were close by.

[62] Only TES data is available on 30 July (Figure 3), after the plume has traveled further east (AI = 6.5). CALIPSO data suggests nearby cloud top heights of approximately 11 km (Figure 4). The retrieved a posteriori mass has increased by 3% and corresponds to an injection height between 5 and 8 km (Figure 5).

5.4. Evaluation of Indonesian Fires During October 2006

[63] Atmospheric concentrations of CO and O$_3$ over Indonesia and surrounding regions, observed by TES during October–December 2006, were higher than those observed in 2005 by 15–30 ppb and more than 80 ppb, respectively \cite{Logan et al., 2008}. This was due primarily to elevated biomass burning emissions, associated with anomalously low rainfall, resulting from moderate El Niño conditions.

[64] Figure 5 shows that over Indonesia on 22 October, TES observed CO concentrations greater than 400 ppb throughout the LT and greater than 500 ppb over 4–8 km while MLS observed more than 250 ppb above 10 km. For this fire, the a posteriori column mass increased by 50% and features a strong two-peak structure (characteristic of tropical cloud top height distributions \cite{Dessler et al., 2006}), with values of more than 600 ppb over 1–3 km and more than 400 ppb over 8–10 km, resulting in an injection height greater than 11 km. Considering the broad averaging kernels associated with TES and MLS (e.g., Figure 5) we cannot localize the injection height beyond the crude vertical regions over which we estimate CO mass (section 4.2).

[65] Figure 6 shows that nearby CALIPSO observations infer cloud top heights of more than 13 km on this day, indicative of the vertical extent of transport, consistent with our estimate of injection height. Figure 7 shows a nearby radiosonde profile on 22 October. The radiosonde shows that the level of neutral buoyancy, the height at which a rising parcel of air reaches a temperature equilibrium with the surrounding air, is 138 hPa which is close to 14 km, again consistent with our retrieved injection height. CALIPSO also shows an extended aerosol layer at 4 km (indicated by an arrow in Figure 6) according to the official vertical feature mask data product (not shown), which may explain the low OMI AI of less that 4 over this region.

5.5. Sensitivity of CO Concentrations to Prescribed Injection Heights

[66] Here, we assess the importance of our results to quantitatively understanding atmospheric composition using the GEOS-Chem CTM (section 3). We use the seasonal average injection heights (JJASO 2006) for each study region (Figure 2) to vertically distribute surface emissions and compare the resulting 3-D distribution of CO concentrations (hereinafter, referred to as the perturbed calculation) with CO concentrations from a control calculation that adopts the common assumption of BL injection.

Table 2. A Priori and a Posteriori Hourly Biomass Burning Emission Estimates and Related Uncertainties Over the Model Regions as Sampled by the TES and MLS Satellite Instruments During JJASO 2006$^a$

<table>
<thead>
<tr>
<th>Region</th>
<th>A Priori Emissions</th>
<th>A Posteriori Emissions</th>
<th>TES+MLS $^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mg CO/m$^2$) $^{\pm \sigma}$</td>
<td>(mg CO/m$^2$) $^{\pm \sigma}$</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>110.1 ± 15.9</td>
<td>108.0 ± 12.0</td>
<td>81 (39);</td>
</tr>
<tr>
<td></td>
<td>21.6 ± 5.4</td>
<td>17.7 ± 5.9</td>
<td>27 (14);</td>
</tr>
<tr>
<td>C2</td>
<td>17.5±1.8</td>
<td>16.5 ± 1.4</td>
<td>111 (49);</td>
</tr>
<tr>
<td></td>
<td>7.3 ± 0.9</td>
<td>6.9 ± 0.7</td>
<td>48 (18);</td>
</tr>
<tr>
<td>S1</td>
<td>407.8 ± 33.0</td>
<td>336.2 ± 23.7</td>
<td>182 (83);</td>
</tr>
<tr>
<td></td>
<td>156.5 ± 18.2</td>
<td>119.9 ± 12.6</td>
<td>62 (29);</td>
</tr>
<tr>
<td>S2</td>
<td>66.1 ± 6.9</td>
<td>56.7 ± 5.0</td>
<td>100 (50);</td>
</tr>
<tr>
<td></td>
<td>36.0 ± 6.0</td>
<td>28.3 ± 4.3</td>
<td>27 (14);</td>
</tr>
<tr>
<td>SAM</td>
<td>561.0 ± 36.7</td>
<td>598.5 ± 26.5</td>
<td>399 (204);</td>
</tr>
<tr>
<td></td>
<td>266.0 ± 26.8</td>
<td>256.1 ± 19.2</td>
<td>217 (70);</td>
</tr>
<tr>
<td>SAF</td>
<td>806.1 ± 37.9</td>
<td>871.2 ± 28.3</td>
<td>392 (140);</td>
</tr>
<tr>
<td></td>
<td>363.1 ± 25.3</td>
<td>370.9 ± 18.6</td>
<td>125 (48);</td>
</tr>
<tr>
<td>INDO</td>
<td>913.9 ± 143.9</td>
<td>1044.8 ± 107.4</td>
<td>320 (107);</td>
</tr>
<tr>
<td></td>
<td>274.3 ± 53.4</td>
<td>288.3 ± 41.2</td>
<td>94 (40);</td>
</tr>
</tbody>
</table>

$^a$ Related uncertainties, $\sigma$. Model regions are shown in Figure 1. Each region consists of two entries: (1) emissions inferred from using all converged inversions and (2) emissions inferred from using inversions only where an injection height could be determined (33% of all successful inversions). Figure 2 results from including all converged inversions.

$^b$ The corresponding numbers of TES plus MLS observations (the numbers in parentheses denote colocated MLS observations).
Figure 8 shows the meridional monthly means of perturbed minus control runs for the tropical (0°S–30°S) and boreal (42°N–67°N) study regions. In general, differences are characterized by a decrease of CO in the BL and an increase in CO in the FT and UT, with a seasonal variation determined by burning activity over these regions. Over the tropics, differences in CO concentrations over SAF range from a decrease of 10–25 ppb in the BL and an increase 5–10 ppb, with largest values occurring during June–August. Over SAM, the magnitude of differences are similar to those over SAF, but peak later in August and September. Indonesian burning appears in August but peaks in October, as reported in this paper, with BL reductions that range between 70 and 160 ppb and FT/UT increases ranging between 20 and 150 ppb.

In contrast, using seasonal-averaged injection heights over Siberia and Canada result in much smaller CO concentration perturbations. Canadian fires peak in June with a reduction of up to 3 ppb in the BL and increase in the FT of up to 2 ppb. Siberia fires, peaking in July, lead to reductions of 2–26 ppb in the BL and to increases of 1–15 ppb in the FT.

6. Summary and Concluding Remarks

We infer vertical transport of CO from biomass burning emissions during June–October (JJASO) 2006 using colocated thermal infrared and microwave measurements of CO from the Tropospheric Emission Spectrometer (TES) and the Microwave Limb Sounder (MLS), respectively, aboard the NASA Aura satellite.
The forward model relates the vertical transport of CO mass from biomass burning emissions to TES and MLS concentration measurements of CO.

We develop a maximum a posteriori (MAP) inverse model approach to estimate recently emitted CO mass from biomass burning as a function of altitude. We estimate CO mass over five regions: boundary layer, lower free troposphere (BL to 5 km), upper free troposphere (5–8 km), upper troposphere (8–11 km), and upper troposphere/lower stratosphere (11–15 km). TES and MLS measurements typically include 2–3 pieces of information. We use the five regions to improve data fitting only, acknowledging that rigorous vertical mixing associated with surface fires introduce strong correlations between neighboring regions, consequently reducing the problem to the information content provided by the data. Because of the broad instrument averaging kernels of TES and MLS we cannot localize the injection height beyond the crude vertical regions over which we estimate CO mass.

Figure 4. CALIPSO total attenuated backscatter measurements for the region S1 (Figure 1) during (a) 26, (b) 27, and (c) 29 July 2006. The x axis denotes the latitude and longitude along the satellite orbit, and the y axis denotes height (km). The time of observation can be found at the top of each plot. Figures 4a and 4b suggest cloud top heights at 10 km (indicated by white arrows) close to the smoke plume center observed by OMI (60°N, 110°E and 65°N, 113°E) on 26 and 27 July 2006, respectively (Figure 3). Figure 4c shows CALIPSO observations next to the smoke center plume with the highest AI for that day over the region S1 (Figure 3) (62°N, 133°E).

[71] The forward model relates the vertical transport of CO mass from biomass burning emissions to TES and MLS concentration measurements of CO.

[72] We develop a maximum a posteriori (MAP) inverse model approach to estimate recently emitted CO mass from biomass burning as a function of altitude. We estimate CO mass over five regions: boundary layer, lower free troposphere (BL to 5 km), upper free troposphere (5–8 km), upper troposphere (8–11 km), and upper troposphere/lower stratosphere (11–15 km). TES and MLS measurements typically include 2–3 pieces of information. We use the five regions to improve data fitting only, acknowledging that rigorous vertical mixing associated with surface fires introduce strong correlations between neighboring regions, consequently reducing the problem to the information content provided by the data. Because of the broad instrument averaging kernels of TES and MLS we cannot localize the injection height beyond the crude vertical regions over which we estimate CO mass.

[73] Due to limitations of the available data the method is unable to identify the responsible process(es), and consequently, we interpret our results as an ensemble average for a particular region.

[74] We do not find large regional variations of injection heights between the two boreal (Canada and Siberia) and three tropical (South America, southern Africa and Indonesia) regions. We typically find that only 10%–25% of emissions are injected above the boundary layer, with only a few percent reaching the upper troposphere; the largest percentage of high-altitude injections were over Indonesia during October. Our results over boreal latitudes are consistent with plume heights determined by multangle imaging measurements [Mazzoni et al., 2007; Kahn et al., 2008]. We use our retrievals, averaged on a regional scale, to vertically distribute surface emissions to show that the small percent of emissions that get lofted out of the boundary layer have a disproportionate impact on atmospheric concentrations, with potential errors greater than 100 ppb over Indonesia.
Figure 5. Observed a priori and a posteriori model vertical distributions of CO (ppb) over Siberia during (a) 28 and (b) 30 July 2006 and over Indonesia during (c) 22 October 2006. Retrieved mass distributions of CO are converted to ppb. The grey horizontal lines define the five fitted regions: BL, LFT, UFT, UT, and UT/LS. Solid black and dashed red lines denote TES and MLS CO concentrations, respectively. The pink dash-triple-dotted and green dash-dotted lines denote the a priori and a posteriori CO profile in model space, respectively. Averaging kernels from TES on individual retrieved pressure levels, denoted by different colors, are shown for scenes over (d) Siberia and (e) Indonesia. The large diamonds denote the trace of the averaging kernel matrix for every retrieval level.
We evaluate our retrievals using two approaches. First, we vertically integrate our retrievals of mass redistribution and compare them with our retrieval a priori emissions from the Global Fire Emission Database v2. Our a posteriori emission estimates are typically within 10% (range from 2% to 23%) of a priori emissions over the regions studied. We find that for a large number of retrievals the vertical CO mass is redistributed, sometimes dramatically, while the total column CO mass is conserved within uncertainty.

Second, we evaluate our retrievals during two case studies of surface burning: one over large Siberian forest fires during July 2006, associated with significant photochemical processing [Verma et al., 2009], and one over Indonesia during October 2006 associated with anomalously high fire activity due to El Niño [Logan et al., 2008; Nassar et al., 2009].

In both cases, our retrieved injection heights are consistent with (1) aerosol index (AI) measurements from Aura Ozone Monitoring Instrument (OMI), which track the transport of smoke aerosol from surface fires, and (2) measurements of backscatter attenuation from the NASA CALIPSO satellite, which provide profiles of cloud and aerosol properties.

We have shown that incorrect prescription of vertical transport of biomass burning emissions, particularly over the tropics, can lead to serious model error in the distribution of CO. This also has implications for the rapid vertical transport of shorter-lived trace gases emitted by fires, which would normally remain in the boundary layer, and the subsequent atmospheric chemistry [Prather and Jacob, 1997]. This model error, without proper characterization, has far-reaching implications for inverse model calculations that use chemistry transport models to relate observed distributions of atmospheric trace gas concentrations to surface sources and sinks, particularly interpreting data over regions with strong vertical transport. This problem may be more acute with satellite observations that represent vertically weighted measurements of the atmospheric profile. Quantifying the associated errors in a posteriori biomass burning estimates will be the subject of future work.

Our retrieved product provides limited vertical resolution of vertical transport of pollutants, but this is sufficient to provide crucial information about horizontal detrainment of the vertical transport of pollutants that can inform larger-scale models. We can only retrieve plume vertical transport over scenes free of clouds and aerosols. However, our MAP technique is sufficiently generic that it could be applied to other trace gases that include a large contribution from biomass, e.g., HCN or HCHO, provided the data are sensitive to different vertical regions through the troposphere. Even with the current trend of reducing model resolution it is unlikely that the community will be running a resolution necessary to accurately describe pyroconvection within 5–10 years, so until then large-scale models will have to rely on parameterizations constrained by available data. We therefore anticipate our work to be a starting point from which newer, higher-resolution space-borne sensors will be used to develop more comprehensive parameterizations of pyroconvection. We propose that integrating colocated information from land-surface properties (e.g., fire radiative power, FRP) and resulting emissions of trace gases could be the most fruitful approach, provided we...
understand the relationship between FRP and the resulting energy allocated to convection.

Appendix A: OMI Aerosol Index Data and CALIPSO Total Attenuation Backscatter Measurements

[80] We use OMI aerosol index (AI) values and CALIPSO total attenuation backscatter observations to provide correlative information for our vertical transport of injection heights derived from TES and MLS CO measurements.

[81] The Ozone Monitoring Instrument (OMI), aboard the NASA Aura platform, measures solar-backscattered UV radiation in the range 270–500 nm with a ground footprint of 13 × 25 km², achieving daily global coverage [Levett et al., 2006]. The AI quantity uses the ratio of observed backscattered radiation at 360 nm and a similar atmosphere that includes only Rayleigh scattering [Torres et al., 1998]. The AI is sensitive to the height of the atmospheric aerosol layer, and therefore the magnitude can provide a crude indication of the height of this layer [Herman et al., 1997; Zhang et al., 2005].

[82] The joint NASA-CNES Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) instrument was launched in April 2006 aboard the NASA Aqua platform, into the same Sun-synchronous orbit as the NASA Aura platform, with an equator-crossing time of 1:30 pm. CALIPSO uses a lidar with orthogonal polarization to measure vertical profiles of elastic backscatter at 532 and 1064 nm from the surface to 40 km that are used to retrieve cloud and aerosol properties during day and night [Winker et al., 2006; Vaughan et al., 2004].

[83] Broadly, the CALIPSO retrievals algorithms use the two wavelengths to provide information about aerosol size; and use the two orthogonal polarization components of the 532 nm wavelength to help differentiate between ice clouds, water clouds, and mixed phase clouds [Vaughan et al., 2004].

[84] We use total attenuation backscatter measurements from CALIPSO, an official data product (see http://www-calipso.larc.nasa.gov/products/), to infer cloud and aerosol properties over Siberia and Indonesia. We have also analyzed the accompanying CALIPSO vertical feature masks to confirm the cloud and aerosol morphology as indicated by
Figure 8. CO concentration differences (ppb) over tropical (0°S–30°S) and boreal (42°N–67°N) regions resulting from a GEOS-Chem model run that uses the seasonal average (JJASO 2006) injection heights inferred from TES and MLS measurements (Figure 2) minus a control model run that assumes injection only into the boundary layer.
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