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Abstract

A major challenge faced by a spoken term detection (STD) system is the detection of out-of-vocabulary (OOV) terms. Although a subword-based STD system is able to detect OOV terms, performance reduction is always observed compared to in-vocabulary terms. Current approaches to STD do not acknowledge the particular properties of OOV terms, such as pronunciation uncertainty. In this paper, we use a stochastic pronunciation model to deal with the uncertain pronunciations of OOV terms. By considering all possible term pronunciations, predicted by a joint-multigram model, we observe a significant performance improvement.
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1. Introduction

Spoken term detection (STD), as defined by NIST [1], involves the search of large, heterogeneous audio archives for occurrences of spoken terms. Because of its fundamental importance for multimedia information retrieval and the evaluation series run NIST, STD is receiving much interest. A typical STD system comprises an ASR subsystem for lattice generation and a STD subsystem for term detection, as illustrated in Figure 1. Some state-of-the-art STD systems include those reported in [2]–[7].

STD systems have difficulty in detecting out-of-vocabulary (OOV) terms. It is estimated that 20,000 new English words are coined each year: 50 per day [8]. These novel words and terms cause problems for STD systems because their pronunciations are unknown and they are poorly represented by the acoustic and language models of the system; ironically, these are likely to be common search terms. If a STD system is unable to handle OOV terms well, it will be less useful to end users, no matter how well it works on in-vocabulary terms.

Typically, a phoneme-based system is used to handle OOV terms, e.g., [3],[4],[9],[10]. In this approach, search terms are converted to pronunciations by letter-to-sound (LTS) models, and the pronunciations are searched for in a phoneme lattice generated by a speech recogniser. We take this approach in the work reported here. Other types of subword units under investigation include word-fragments [11], particles [12], graphones [5],[13], multigrams [6], syllables [14] and graphemes [15].

Both in-vocabulary (INV) terms and OOV terms can be retrieved in the same way by a subword-based system, based on their pronunciations. However, OOV terms have different properties to INV terms. In particular, they may have more unpredictable pronunciations. We present the use of a stochastic model to deal with this uncertainty which we believe comes from: ASR errors, pronunciation variation, and acoustic variation. We employ a joint-multigram model to estimate the distribution of possible pronunciations for OOV terms, then use this distribution when searching the lattice.

2. Joint-multigram model-based pronunciation prediction

In the phoneme-based STD approach, the first step in detecting an OOV term is to predict its pronunciation from its written form using a LTS model. The joint-multigram model, proposed by [16], is a promising approach to LTS, e.g., [17],[18]. This model is motivated by the idea that both spelling and pronunciation depend on some underlying hidden process of human language. To infer the pronunciation, given a spelling, implies inferring the underlying process. This is quite different from approaches that assume pronunciation depends on spelling. We follow Bisani and Ney [19] and call the units of the underlying process graphones. A graphone is denoted as \( u = (\hat{g}, \hat{q}) \) where \( \hat{g} \) and \( \hat{q} \) are the grapheme and phoneme component of \( u \) respectively. Both \( \hat{g} \) and \( \hat{q} \) contain a sequence of symbols of length \( N_{\text{min}} \) to \( N_{\text{max}} \), which are defined when constructing the model. With graphones defined, the statistical property of spelling \( G \) and pronunciation \( Q \) can be written in graphones \( U \) as:

\[
p(G, Q) = \sum_{U:G(U)=G,Q(U)=Q} p(U) \quad (1)
\]

\[
= \sum_{U:G(U)=G,Q(U)=Q} p(u_1, u_2, ..., u_K) \quad (2)
\]

where \( G(U) \) and \( Q(U) \) denote the phoneme and grapheme component of \( U \), respectively. The task of pronunciation prediction is then formulated as follows:

\[
\hat{Q}(G) = \arg \max_{Q} p(G, Q) \quad (3)
\]

\[
= \arg \max_{Q} \sum_{U:G(U)=G,Q(U)=Q} p(U) \quad (4)
\]

\[
\approx \hat{Q} \left( \arg \max_{U:G(U)=G} p(U) \right) \quad (5)
\]

where Equation 5 shows an approximated decoding approach. Using the approach from [17],[18], we factor \( p(U) \) into graphone n-grams.
\[ p(U) = \prod_{j=1}^{\lvert U \rvert} p(u_j|h_j) \]

where \( h_j \) is the graphone history of \( u_j \).

We trained and tested a joint-multigram model on the dictionary used by the AMI RTO5s LVCSR system [20]. The dictionary was randomly divided into three subsets: 36575 words for training, 4064 words for parameter tuning and 8000 words for evaluation.

Pronunciation prediction results are shown in Table 1 in terms of word error rate (WER) on the 8000 word evaluation set. For comparison, the performance using a CART model implemented in the Festival system [21] is also reported. The joint-multigram model-based approach generally outperforms the CART.

A significant advantage of the joint-multigram approach is the ability to predict multiple pronunciations – the distribution of pronunciations of a term. Whereas a CART obtains multiple pronunciations by concatenating alternative pronunciations for each grapheme, the joint-multigram model estimates the confidence of the whole pronunciation. This confidence can be written as a posterior probability given the spelling, and can be estimated easily from the pronunciation lattice that is constructed by the joint-multigram during prediction. The confidence of a prediction in graphone form is given by Equation 7:

\[ c(U) = \frac{p(U)}{\sum_{U' \subseteq \mathcal{R}(\phi)} p(U')} \]

where \( \mathcal{R}(\phi) \) stands for the decoding lattice for word \( \phi \), and \( p(U) \) denotes the probability of any graphone path \( U \) in \( \mathcal{R}(\phi) \).

The results of the n-best pronunciation prediction are shown in Figure 2. We observe a significant error reduction, especially with the first few pronunciations.

### 3. Stochastic pronunciation modelling

#### 3.1. Motivation

Most LTS models suffer from a significant prediction error rate, typically getting the pronunciation of around 30% of words wrong. For INV terms, we assume that the pronunciations obtained from dictionaries are canonical and that both pronunciation variation and recognition errors can both be regarded as deviations from the canonical forms which can be handled during the lattice search either by finding alternative paths in the lattice or allowing non-exact matches (e.g., [22]). For OOV terms, however, we can never assume the predicted pronunciations are canonical, otherwise any terms whose pronunciations are incorrectly predicted by LTS will not be detected. Rather, we must take properly account for LTS prediction errors – this suggests the use of a stochastic pronunciation model.

#### 3.2. Multiple pronunciation prediction

Our first step in representing the distribution of pronunciations is an n-best list of pronunciations. As Figure 2 shows, the joint-multigram model is good at predicting and ranking multiple pronunciations. Of course, although n-best prediction increases the possibility that the correct pronunciation is produced, it leads to more false alarms so we set a confidence pruning threshold \( \eta \) on the predictions.

#### 3.3. Stochastic pronunciation model

An obvious shortcoming of the n-best approach is that \( n \) and \( \eta \) are term-independent, although they should not be. Another problem is that the confidence of the predicted pronunciations is not utilised – all items in the n-best list are assumed to have the same uniform probability.

We therefore wish to integrate the confidence of the predicted pronunciation with the confidence of a term detection so that a jointly-optimal postponed decision can be formulated based on a compound confidence. So, rather than using \( n \) and \( \eta \) to control the quality of the predicted pronunciations, we take into account all possible pronunciations when searching for terms in the lattice. To make description clear, we first define a detection \( d \) as a tuple

\[ d = (K, Q, s = (t_1, t_2, v_a, v_t, \ldots)) \]

where \( K \) denotes the search term, \( Q \) denotes its pronunciation, and \( s \) represents the speech segment from \( t_1 \) to \( t_2 \) within which the detection resides. \( v_a \) and \( v_t \) are the acoustic likelihood and language model score respectively. Other informative factors could be included in \( d \), as denoted by "\ldots".

We define the detection confidence \( c_d(d) \) of a detection \( d \) as the posterior confidence of the event that the search term \( K \) occurs between \( t_1 \) and \( t_2 \) with pronunciation \( Q \). This posterior probability can be estimated from the lattice, as in our previous study [15], using Equation 9.

### Table 1: Experimental results of joint-multigram pronunciation prediction. Insertion compensation uses a factor to compensate pronunciations with more phonemes. Reverse decoding means the model uses right context instead of left context. Pronunciation unification employs the more accurate decoding scheme shown in Equation 4 instead of the approximation in Equation 5, following the idea presented in [18].
<table>
<thead>
<tr>
<th>Model</th>
<th>ATWV</th>
<th>max-ATWV</th>
<th>P(FA)</th>
<th>P(Miss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CART</td>
<td>0.2126</td>
<td>0.2607</td>
<td>0.00002</td>
<td>0.766</td>
</tr>
<tr>
<td>joint-multigram</td>
<td>0.2761</td>
<td>0.2770</td>
<td>0.00006</td>
<td>0.667</td>
</tr>
</tbody>
</table>

Table 2: STD performance using CART or joint-multigram. max-ATWV is the maximum ATWV value along the DET curve; P(FA) and P(Miss) are false alarm rate and missing rate respectively, as defined in the NIST STD06 evaluation plan [1].

\[
c_f(d) = \frac{p(K_{i2}^d, Q(d) | O)}{\sum_{c_K} p(O | C_K, K_{i2}^d, Q(d)) p(C_K, K_{i2}^d, Q(d))}
\]

where \( K_{i2}^d \) denotes the event that \( K \) occurs between frame \( t_1 \) and \( t_2 \) of speech \( O \), \( C_K \) is the context of \( K \), and \( c \) is any path in the lattice.

Now we define the pronunciation confidence \( c_P(d) \) of the detection \( d \) as the posterior probability of pronunciation \( Q \) given the term \( K \):

\[
c_P(d) = p(Q | K).
\]

We will denote the model describing \( p(Q | K) \) a “stochastic pronunciation model” (SPM). The joint-multigram model is a suitable SPM and can estimate \( p(Q | K) \) according to Equation 7, where \( G \) will be the spelling of \( K \).

From the detection confidence and the pronunciation confidence we can estimate the compound confidence of a pronunciation-bearing detection \( d \) as a combination of \( c_f(d) \) and \( c_P(d) \). We tried several methods, and found that linear interpolation of \( c_f \) and \( c_p \) gave best performance (Equation 12).

\[
c(d) = (1 - \gamma)c_f(d) + \gamma c_P(d)
\]

where \( \gamma \) is a weight. Note that \( c_f \) is related to the AM and LM scores, while \( c_P \) only relates to pronunciation.

4. Experiments

We conducted experiments on meeting speech in the condition of individual headset microphones (HIM), and focused on OOV terms in English, using phoneme-based ASR and STD systems.

To ensure the OOV terms in the experiment represent truly novel terms, we defined OOV terms strictly as those containing no words existing in the dictionaries of the ASR system and the term detector and not appearing in training material for acoustic or language models. In order to simulate real cases of newly-coined terms, we compared the AMI dictionary (in active use and assumed to represent current usage) and the COMLEX Syntax dictionary v3.1 (published by LDC in 1996 and therefore historical from a STD perspective). We selected 412 terms from the AMI dictionary that do not occur in the COMLEX dictionary. We also chose another 70 artificial OOV terms that have more occurrences and are plausible search terms. This results in 482 search terms having a total of 2736 occurrences in the evaluation data. We purged these terms from the system dictionary and all training speech and test data.

We trained acoustic models (AM) and language models (LM) on the corpora used by the AMI RT05s system [20]. After OOV term purging, there were 80.2 hours of speech for AM training and 521M words of text for LM training. The development set was the RT04s dev set; the evaluation set consisted of the RT04s and RT05s eval sets and a new meeting corpus recorded recently at the University of Edinburgh in the AMIDA project. The evaluation corpora comprise 11 hours of speech.

<table>
<thead>
<tr>
<th>System</th>
<th># Pron.</th>
<th>ATWV</th>
<th>max-ATWV</th>
<th>P(FA)</th>
<th>P(Miss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-best</td>
<td>484</td>
<td>0.2761</td>
<td>0.2770</td>
<td>0.00006</td>
<td>0.667</td>
</tr>
<tr>
<td>4-best</td>
<td>854</td>
<td>0.2851</td>
<td>0.2915</td>
<td>0.00008</td>
<td>0.636</td>
</tr>
<tr>
<td>SPM</td>
<td>20877</td>
<td>0.3155</td>
<td>0.3303</td>
<td>0.00008</td>
<td>0.604</td>
</tr>
</tbody>
</table>

Table 3: STD performance for a joint-multigram with 1-best, 4-best and stochastic prediction. The second column reports the number of different pronunciations predicted for the set of search terms (for the SPM, a maximum of 50 pronunciations are allowed per term, to limit computational cost).

39-dim MFCC features were used with cepstral mean and variance normalisation (CMN + CVN); 3-state triphone HMMs and 6-gram phoneme LMs were employed. HTK was used to train acoustic models and conduct phoneme decoding; the SRI LM toolkit was used to train graphone and phoneme n-gram models. The term detector was implemented with LatticeMultigram provided by the Speech Processing Group, FIT, Brno University of Technology. Word-dependent thresholds were applied to improve decision quality [2],[13]. STD performance is reported in terms of ATWV [1]; detection (DET) curves are used to show behaviour at different hit/FA ratios.

4.1. STD performance with single pronunciation

We first examined STD performance with single 1-best pronunciations predicted by the joint-multigram; for comparison, the same experiment was conducted with the CART LTS model implemented in Festival. Results are shown in Table 2 and DET curves in Figure 5. A pairwise t-test shows the joint-multigram significantly outperforms the CART (\( p < 0.001 \)).

4.2. STD performance with n-best pronunciations

In this experiment, we applied the n-best pronunciations predicted by the joint-multigram model to STD. Tuning the maximum number of pronunciations \( n \) and the confidence threshold \( \eta \), we achieved the STD performance shown in Figure 3. t-test shows that all the n-best systems (\( n > 1 \)) outperform the 1-best system significantly (\( p < 0.01 \)).

4.3. STD performance with the SPM

The stochastic pronunciation model relies on interpolation factor \( \gamma \) to combine detection confidence \( c_f \) and pronunciation confidence \( c_p \). The performance with varying \( \gamma \) is shown in Figure 4. \( \gamma \) was tuned to optimise STD performance on the dev set, with a value of 0.7 giving best performance. Results are shown
in Table 3, with results for 1-best and 4-best prediction for comparison. DET curves of these systems are shown in Figure 5. A t-test shows the SPM-based system significantly outperformed the 1-best system ($p < 0.005$), but the improvement over the n-best system is not significant ($p \approx 0.2$).

4.4. Conclusions

We proposed that a stochastic pronunciation model will improve detection of OOV terms by properly representing the distribution of possible pronunciations and showed that this significantly outperformed a single prediction approach.
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