We study the statistical mechanics of a single active slider on a fluctuating interface, by means of numerical simulations and theoretical arguments. The slider, which moves by definition towards the interface minima, is active as it also stimulates growth of the interface. Even though such a particle has no counterpart in thermodynamic systems, active sliders may provide a simple model for ATP-dependent membrane proteins that activate cytoskeletal growth. We find a wide range of dynamical regimes according to the ratio between the timescales associated with the slider motion and the interface relaxation. If the interface dynamics is slow, the slider behaves like a random walker in a random environment which, furthermore, is able to escape environmental troughs by making them grow. This results in different dynamic exponents to the interface and the particle: the former behaves as an Edward-Wilkinson surface with dynamic exponent 2 whereas the latter has dynamic exponent 3/2. When the interface is fast, we get sustained ballistic motion with the particle surfing a membrane wave created by itself. However, if the interface relaxes immediately (i.e., it is infinitely fast), particle motion becomes symmetric and goes back to diffusive. Due to such a rich phenomenology, we propose the active slider as a toy model of fundamental interest in the field of active membranes and, generally, whenever the system constituent can alter the environment by spending energy.

I. INTRODUCTION

Active matter systems are collections of active particles, which consume energy, for example ATP, in order to perform work or modify their surroundings. Their study lies at the interface between statistical, soft matter and biological physics. An interesting example of active matter is realised when the active particles are embedded in a fluctuating membrane (as opposed to the usual scenario of active particles in a thermal fluid). The resulting nonequilibrium system is termed an active membrane and here we investigate some of its general features. We shall generically define an active membrane as a composite system consisting of a membrane with added active elements which we shall refer to as inclusions. The archetypal instance of such a system is the plasma membrane of eukaryotic cells, where the membrane is the lipid bilayer, whereas the active inclusions are the so-called membrane proteins, which consume ATP to perform tasks such as proton pumping, ion channeling, or cytoskeletal polymerisation.

In [9] we introduced in a simple and generic model of an active membrane. The motivation was two-fold: (i) to identify the key principles underlying pattern organisation at the leading edge of a moving cell and (ii) to test the applicability of Kardar-Parisi-Zhang (KPZ) scaling in an active setting. In our model, active inclusions mimic Rho-like proteins, which stimulate the growth of interfacial, lamellipodium-like protrusion, while being, in turn, coupled the membrane curvature. Loosely speaking, their shape causes them to accumulate into membrane “valleys” (i.e., regions with negative curvature; see the Model section for more details on the mapping with biology). We found that the coupling between active elements and interface dynamics leads to an intriguing form of microphase separation, and to patterns, such as waves, which cannot be realised within an equilibrium setting. We also found that, due to energy input from active elements at the local level, the interface dynamics is not described by the KPZ universality class, but displays a novel oscillatory behaviour superimposed to an Edwards-Wilkinson dynamic scaling.

In this paper we take a step back and study the single-particle limit of the model of [9]. This allows us to focus on the effects of the inclusion-interface coupling, and eliminate the collective behaviour emerging from the interactions amongst many inclusions. As we concentrate on the fundamental statistical mechanics of the system, we generically refer to our active particle as a “slider” (as it slides down interfacial height gradients). The slider is active as it also promotes interfacial growth in contrast to the previously studied passive slider problem (see section [10]). We will place particular emphasis on the role of the ratio between the characteristic timescales of slider and interface dynamics.

In this work, our principal result is that the coupling between the active slider and membrane fluctuations yields three possible dynamical regimes, depending on the interface-to-slider timescale ratio. First, if the slider diffusion is fast with respect to interface relaxation, the slider quickly reaches the closest valley, stimulates local interfacial growth until the valley becomes a peak, and then diffuses away to a neighbouring valley to repeat the process (Fig. 1). Viewing the interface profile as a free energy landscape, this process resembles metadynamics, a method of computational physics aimed at easing the sampling of complex free energy landscapes. Second, if the slider dynamics is slower than interfacial relaxation, we instead observe an intriguing surfing dynamics, whereby the membrane bump created by the slider travels ballistically and pushes the slider itself forward (Fig. 2). Finally, for infinitely fast interfacial dynamics,
the surfing particle regime gives way to a third regime, where fast local growth forces maximum curvature at the location of the slider, which is now undergoing purely diffusive motion (Fig. 3).

Let us first, however, review the contrasting case of passive scalar dynamics.

A. Passive slider problem

From the purely statistical mechanics point of view, the problem of a particle moving on a fluctuating interface is related to that of passive scalar dynamics, where one or more passive tracers are coupled to a generally far-from-equilibrium medium. Such a system is realised, for instance, when fluorescent dyes are used to highlight turbulent flow in a fluid [12], with passive particles sliding down a fluctuating potential landscape [13–15], or with a so-called second class particle, whose dynamics is designed to locate shocks in driven diffusive systems like ASEP [16].

The agents in these problems are passive, in the sense that they do not affect the dynamics of the medium they are moving in. A possible back-coupling has instead been considered in the context of sedimenting colloidal crystals [17] and in biophysical models for membrane proteins diffusion [18–21]. Such a problem has been attracting interest since the advent of single-particle tracking techniques, with the improved experimental characterisation of membrane protein dynamics calling for an accurate theoretical description. In [18, 19], for instance, the authors analyse corrections to the protein 2D diffusion coefficient due to the membrane fluctuations in the third dimension, while works such as [20, 21] consider the effect of the two-fold coupling between protein shape and membrane curvature. All these studies, however, are limited to an equilibrium or quasi-equilibrium setting, whereby the coupling between particle and interface corresponds to the minimisation of some prescribed effective free energy. In the case of protein-curvature coupling, for instance, proteins tend to sit on membrane regions with a given curvature, and they also tend to impose such a given curvature on the membrane region where they sit.

The paper is organised as follows. In Section II we describe the model, together with the observables we will measure; we also review the scaling theory within which we will formulate our results. In Sections III, IV and V we describe results in the three announced regimes (with a small, large and intermediate interface-to-slider timescale ratio, respectively). Notably, in IV we show how the steady state dynamics of the corresponding regime reduces to an electrostatic problem where the active slider can be seen as a charged particle with the interface playing the role of the electrostatic potential. In Section V we propose an analytic description of our system in terms of a set of Langevin equations for the moving slider position and interface height field, and we conclude in Section VII.
It is worth remarking that an extension towards genuinely out-of-equilibrium conditions of the model introduced in [17] has been proposed and analysed in the series of papers [23 24]. The authors therein consider a mixture of heavier and lighter particles that can stimulate the interface in different ways, e.g. the heavier push it down whereas the lighter lift it up. We, instead, focus on particles that pull the interface up but then slide down the resulting interfacial slope.

II. THE MODEL

Our model describes a random walker coupled to a fluctuating landscape. The latter is a 1+1-dimensional interface, whose configuration is specified by a set of stochastic variables \( \{h_i\} \). Each of these variables represents the height of the interface over the \( i \)-th site of a one-dimensional ring-like lattice of length \( L \). As in standard surface-growth models, the height variables obey the solid-on-solid condition \( |h_{i+1} - h_i| = 1 \), which causes the landscape to look like the trajectory of a random walker [25]. In addition, the interface fluctuates according to local dynamics, i.e. troughs of the interface (\( \vee \)) transform into peaks (\( \wedge \)) and vice versa. The transition \( \vee \rightarrow \wedge \), which causes the height to increase, has corresponding rate \( p_i^\uparrow \); the transition \( \wedge \rightarrow \vee \), which causes the height to decrease, has corresponding rate \( p_i^\downarrow \).

While the landscape evolves according to the aforementioned dynamical rules, the particle simply jumps between the lattice sites, with rates depending on the state of the surrounding environment. We call such rates \( q_k^R \) (for a right jump) and \( q_k^L \) (for a left jump), where \( k \) is the current lattice coordinate of the particle. The dependence of the jump rates on the particle position is due to the particle-landscape coupling, and is designed so that the interfacial slopes bias the local jump rates towards the site with lower height (troughs). On the other hand, the particle renders the growth event \( \vee \rightarrow \wedge \) more likely than the reversed one \( \wedge \rightarrow \vee \) on the site where it sits. Specifically,

\[
p_i^\pm = p (1 \pm \lambda \delta_{i,k}) ,
\]

\[
q_k^R = q (1 - \gamma \nabla h_k) , q_k^L = q (1 + \gamma \nabla h_k) ,
\]

where \( \nabla h_k = (h_{k+1} - h_{k-1})/2 \) is the height gradient seen by the particle and \( \delta_{i,k} \) the Kronecker delta.

According to Eq. (1), the particle is perceived by the interface as a defect at site \( k \) whereby the up/down symmetry of fluctuations is broken, and the direction of the symmetry breaking depends on the sign of \( \lambda \). In the kinetic interfaces theory language [26], the interface dynamics is Edwards-Wilkinson-like (EW) [27] everywhere except at the particle site, where it is Kardar-Parisi-Zhang-like (KPZ) [28]. The interface, in turn, affects the particle motion as a potential—the effective potential energy is \( \gamma h \).

It is useful to briefly pause at this point and comment in some more detail on the biophysical relevance of the \( \gamma \) term to the case of ATP-dependent membrane activators [9]. Such a coupling is allowed by symmetry for a moving interface [29], where it arises naturally as a kinematic “advective” contribution. In this biophysical context, a positive \( \gamma \) as considered here and in [9] appears automatically when a collection of membrane activators lead to cytoskeletal growth, hence cellular motility [2, 5]. It may also model effectively chemically-induced biases towards or against substances in the cell cortex or interior, as the \( h \rightarrow -h \) symmetry is broken even for a stationary membrane (as the membrane would separate the cytoplasm from the cellular exterior). Within our geometry (akin to the so-called Monge gauge [2, 20], this coupling has also the same broad consequences of curvotaxis [3, 30, 31], as proteins accumulate in valleys or peaks. Yet its form is fundamentally distinct, as curvotaxis means sensitivity to gradients in the curvature, rather than height as done here.

Coming back to our model, it is clear that \( \lambda \) and \( \gamma \) measure the extent of the coupling in our system. Having both of them greater than zero induces a negative feedback of the kind discussed in [9], whereby the particle shapes the landscape in a way that then repels it, continuously creating structures it is then pushed away from. Throughout the paper, we shall set \( \lambda = \gamma = 1 \), so that the uphill rate in Eq. (2) becomes zero together with \( p_k^\uparrow \), the rate of \( \vee \rightarrow \wedge \) at the particle site. This is to avoid extended crossovers from the passive limits \( \lambda = 0 \) and \( \gamma = 0 \) and focus on the main goal of this paper, which is to explore the effect of varying \( \omega = p/q \) on the system behaviour.

![FIG. 4. Schematics of our model active interface. The particle (red circle) presence favours the move that makes the interface grow, as denoted by the black arrows. The particle, in turn, will jump with left/right symmetric rates when on a hill or in a trough, as the leftmost and rightmost particles in the figure; whereas, when sitting on a slope as the middle particle of the figure, it will be more likely to jump towards the lower height.](image-url)

The ratio \( \omega \) measures how fast the interface dynamics is with respect to that of the particle. Large \( \omega \), for instance, implies that the interface dynamics is faster than that of the particle, and the interface adapts to the particle position before the latter moves significantly.
The converse is true for small $\omega$. In order to efficiently change $\omega$ in simulations (see Supplementary Information of $\text{[3]}$ for additional details), we use the following strategy. Each timestep of the Monte Carlo (MC) algorithm consists of $N_s = aL+b$ micro-steps. In each of the microsteps, we choose the particle with probability $b/N_s$ or an interface site with probability $a/N_s$. Once chosen, the particle has probability $(1 - \nabla h_X)/2$ of moving right and $(1 + \nabla h_X)/2$ of moving left. For the interface updates, instead, first we check whether the chosen site is a peak or a trough. If the $i$-th site is a trough (peak) a local growth move is performed with probability $(1 + \lambda \delta X, i)/2$ ($(1 - \lambda \delta X, i)/2$). The desired value of $\omega$ is thus selected by tuning $a$ and $b$, as their ratio measures the average number of updates of the interface per particle update.

In the remainder of this section we will define the observables of interest for the system at hand, and discuss their expected behaviour in relation to previous studies of similar problems.

A. Observables and scaling

As our system is made of two components (particle and interface), each pushing the other far from equilibrium, it is natural to characterise the dynamical and statistical properties of each component.

In the theory of kinetic roughening, most of the global statistical properties of an interface can be discerned from its first two moments $\langle X^2 \rangle$. the mean height $h = L^{-1} \sum_{i=1}^{L} h_i$ and the squared width $W^2 = L^{-1} \sum_{i=1}^{L} (h_i - \bar{h})^2$. Notice that both $\bar{h}$ and $W^2$ are stochastic variables, as are the $h_i$'s.

We will denote the ensemble-averaged width (averaged over many realisations of the system dynamics) by lower case $w$. The ensemble-averaged width is expected to follow the Family-Vicsek scaling hypothesis $\text{[33]}$, 

$$ w(L, t) = L^\alpha f(t/L^{z_1}) $$

where $\alpha$ and $z_1$ are the roughness and dynamic exponent of the interface, respectively, whereas the scaling function $f$ behaves as a power law for small arguments and a constant for large ones. The width grows in time as a power law $\sim t^\delta$ until, at a time $t \sim L^{z_1}$, it saturates due to the finite interface size. According to Eq. $\text{(3)}$, the saturation value scales with the size as $L^\alpha$, while, in order to cancel any system size dependence at short times $t \ll L^{z_1}$, we must have $f(y) \sim y^{\alpha/z_1}$ for small $y$, which implies that the initial growth exponent obeys $\beta = \alpha/z_1$.

Following this line of thought, we will analyse the particle dynamics by looking at the first two moments of the particle displacement $X_i$. As there is only one particle, averages here are performed over realisations of the stochastic dynamics. Contrary to the height first moment, the average displacement of the particle is identically zero, as nothing breaks the left-right symmetry of averages (we will see though that such symmetry is broken at the individual trajectory level). The mean squared displacement, however, obeys a scaling form akin to that of Eq. $\text{(3)}$, 

$$ \langle X^2 \rangle_i = tL^z g(t/L^{z_2}) $$

where $z_2$ is a dynamic exponent relating the time it takes for the particle to reach its steady-state behaviour to the system size. The form of $\text{(4)}$ can be understood from the requirement that at long times, on a finite system ($t \gg L^{z_2}$), the behaviour of the particle becomes diffusive $\langle X^2 \rangle \sim t$. Thus the scaling function $g$ must be constant for large arguments, and $\chi$ specifies the system-size-dependence of the effective, long-time diffusion coefficient. On the other hand, the early-time behaviour should not depend on the system size, and the small argument behaviour of $g$ is fixed by requiring a functional form $g(y) \sim y^{\chi/z_2}$ which causes the $L$'s in Eq. $\text{(4)}$ to cancel each other for $t \ll L^{z_2}$. Then one obtains the early times law

$$ \langle X^2 \rangle_i \sim t^\eta $$

where

$$ \eta = 1 + \frac{\chi}{z_2} $$

The scaling hypothesis Eq. $\text{(4)}$ was propesed in $\text{[16]}$ for a ‘second class particle’ which exhibits superdiffusive behaviour and was later used in related problems of Brownian particles passively coupled to time-dependent random environments $\text{[34–36]}$.

Now, the theory of transport in random environment $\text{[37]}$ states that the spatial correlations of a stochastic medium may give rise to anomalous diffusion of the particles living there. Then one may write (for a system of infinite spatial extent)

$$ \langle X^2 \rangle \sim t^{2/z_p} $$

where $z_p$ is yet another dynamical exponent. It characterises the anomalous diffusion as follows: after time $t$ the particle will have explored a distance $\langle X^2 \rangle^{1/2} \sim t^{1/z_p}$. Thus the particle should explore a finite system size $L$ after time $t \sim L^{z_p}$.

However, a priori, the value of $z_p$ is not necessarily equal to that of $z_2$. Demanding that the two dynamical exponents $z_2$ and $z_p$ are indeed equal implies the scaling relation

$$ \chi + z_2 = 2 $$

Such a special condition can be perceived as the signature that no other lengthscale than the system size affects the particle motion $\text{[34]}$. In fact, $\chi + z_2 = 2$ holds in the several “passive” versions of our model considered in the literature, such as the second class particle problem and that of a passive slider on a self-affine interface $\text{[10, 34, 38]}$. It appears, in addition, that also $z_1$ and $z_2$ can be identified with each other, at least in most of the problems we refer to $\text{[10]}$. Consequently, one single dynamic exponent suffices to characterise all dynamical features of the system. We will soon see that it is not always the case in our active model.
III. FLUCTUATING METADYNAMICS AT $\omega \leq 1$

Let us begin by setting $\omega = 1$, i.e., considering the case where particle and interface have the same mobility. On the $\gamma = \lambda$ line of the phase diagram, we find that the steady-state interface is described by Edwards-Wilkinson statistics. Simulations (see Fig. 3) in which the width is measured as a function of time show that the roughness exponent $z = 1/2$ and the dynamic exponent $z_1 = 2$—the values of the EW class. Note that the numerical estimation of the exponents is hampered by the emergence of width oscillations. These oscillations begin to emerge for the larger system sizes in Fig. 3 just before saturation, although the effect is not as strong as for the finite particle density case [9], where oscillations are clearer and extend over several periods.

With regard to the particle MSD, the numerics agree with the scaling form in Eq. (4), as is shown in Figure 4. The exponents, $\chi = 1/2$ and $z_2 = 3/2$, are the same as in the second class particle problem [10], which, due to the well-known mapping between the totally antisymmetric simple exclusion process and a discrete interface model in the KPZ class, corresponds to setting $p^* = p(1 \pm \lambda)$ uniformly over the interface instead of on the particle site only. The exponent $z_2 = 3/2$, there, reflects the dynamic exponent of the interface and the value $\chi = 1/2$ yields $\eta$ through (6). In this case the exponents obey the scaling relation (5).

In our model, conversely, there is a mismatch between $z_1$ and $z_2$, i.e., the interface and particle dynamic exponents are not the same. A possible explanation for such a difference is the following. The exponent $z_1$ refers to the saturation of a global interfacial variable such as the width: it is reasonable to expect a single particle not to dramatically alter its properties. The interface dynamics is thus dominated by the up/down-symmetric growth events away from the particle, resulting in $z_1 = 2$. The value of $z_2$, on the other hand, is related to the early-time superdiffusive behaviour of the single particle [5]. Such behaviour is triggered by the local environment of the particle rather than the instantaneous global structure. Here, owing to the particle itself, the up/down symmetry of fluctuations is broken and the dynamic exponent 3/2 is plausible.

In order to corroborate the idea that the particle experiences a different dynamic exponent to that of the interface as a whole, we measured the spatial spreading of correlations from the particle site. Specifically, we put a static ($q^L = q^L = 0$), yet active particle (which still catalyses the interface growth) on the $k$-th site of a flat interface, then let the interface evolve and measure the slope correlation function

$$C_s(j, t) = \langle (h_{k+1}(t) - h_k(t)) (h_{k+j+1}(t) - h_{k+j}(t)) \rangle$$

at different times. The average here is performed over several histories of the interface dynamics and, due to the left-right symmetry, we limit our measurements to the half of the interface on the right of the particle. The data collapse of Fig. 6 provides evidence that around the $t^{1/2}$ with $z_2 = 3/2$. This is consistent with the dynamical exponent of the KPZ universality class.

To summarise the dynamics in the $\omega = 1$ case, the interface behaves as an EW one with emerging oscillations.
A. Activity versus trapping in the small $\omega$ limit

In this section we discuss the scaling of the interface width and of the particle MSD when the latter is slower than the former, i.e. $\omega < 1$. Let us start by comparing, for $L$ fixed, the average width and MSD of systems with different $\omega$. As shown in Figure 8, upper panel, the width dynamics does not depend on $\omega$, apart from a trivial rescaling of time—recall that $\omega$ equals the average number of interface updates per particle update, whereas we take the average time for a particle move as our unit of time. The interface exponents will then be the same as those observed at $\omega = 1$, that is the EW class values $\alpha = 1/2$ and $z = 2$.

The MSD, conversely, shows an initial subdiffusive regime, reminiscent of the typical behaviour displayed by random walkers in random environments. Subdiffusive behaviour is manifest in Figure 8, lower panel, by a decreasing curve when $\langle X^2(t) \rangle / (\omega t)$ is plotted as a function of $\omega t$. In a completely static random environment (such as a quenched random potential) the sub
diffusive behaviour due to trapping can be as slow as $\langle X_t^2 \rangle \sim (\log t)^4$. After a time $\sim \omega^{-1}$, Figure 8 lower panel, reveals that subdiffusion is replaced by superdiffusion, which eventually crosses over to normal diffusion ($\langle X_t^2 \rangle / (\omega t) \to \text{const.}$) due to the finiteness of the medium, as in the $\omega = 1$ case. As a result, the scaled MSD at $\omega < 1$ tends to the $\omega = 1$ curve for sufficiently large scaled times, as in the right panel of Fig. 8. In fact, $\omega^{-1}$ is the average time at which the interface site under the particle undergoes its first update. Hence, this is the time at which the interface activity steps in, together with the mechanisms responsible for the physics of the system at $\omega = 1$. The asymptotic properties of the system are then described by the same exponents found at $\omega = 1$, it will just take longer times and larger systems for these to appear.

$$
\omega \leq 1: \quad \alpha = 1/2, \quad z_1 = 2; \quad \chi = 1/2, \quad z_2 = 3/2. \quad (9)
$$

We close this section by showing the MSD scaling at fixed $\omega$, with $L$ in the range 1000—8000, so as to support the hypothesis $\chi = 1/2, \ z_2 = z_p = 3/2$ in the whole $\omega \leq 1$ of the parameter space (Fig. 9). Even though there is no early time collapse of the curves for different $L$, the late time collapse of the superdiffusive and diffusive regimes is fully compatible with the proposed exponents. In order to obtain cleaner scaling behaviour, one would like the sub- and super-diffusive regimes to be well separated in time. Such a separation, however, would require system sizes much bigger than those used throughout this paper, hence significantly longer simulations—as we are dealing with a single particle on a fluctuating interface, for each particle trajectory one needs to simulate the whole interface dynamics too.

IV. THE $\omega \to \infty$ LIMIT: ELECTROSTATICS ON THE RING

Having explored the dynamics for $\omega \leq 1$, we now turn to $\omega > 1$, where the interface moves faster than the particle. Let us start by considering the extreme case, i.e. the $\omega \to \infty$ limit. The interface, in this limit, reaches a stationary state before the particle can even move: most of the system features, including the various exponents considered in this paper, depend on the stationary shape the interface reaches between subsequent jumps of the particle, as such a shape will determine the particle jump rates in the following step.

In order to gain insight into this stationary shape, we consider the related problem of a stochastic interface with a defect site. Forcing our particle to stay put on a single site means that the interface is being pulled from this specific site, whilst there are only up/down-symmetric fluctuations elsewhere on the ring. By mapping our interface problem onto a simple exclusion process, one can readily infer what the system steady state is, especially with our parameter choice $\lambda = 1$. Imagine every $-1$-slope segment of the interface to be a bead and each $+1$-slope one to be a hole: then the transition $\land \to \lor$ (resp. $\lor \to \land$) corresponds to a bead moving right (resp. left). All the beads in our system move left or right at the same rate and experience hard-core repulsion, whereas the particle site acts as a semi-permeable membrane which allows the beads to cross it only from the left to the right. All the beads starting on the membrane left will eventually cross it and lie on its right, while there will be only holes on the left. As a result, the steady-state interface will look like a “tent” - a macroscopic convex wedge as depicted in Fig. 10.

We now consider fluctuations of the system. We use a field-theoretic representation of the interface using symmetry considerations to retain the relevant terms. The
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starting point is the Edwards-Wilkinson equation,
\[ \partial_t h = \nu \nabla^2 h + \sqrt{2\Delta} \eta(x,t), \]
where \( h(x,t) \) is the interface field and \( \eta \) a space-time white, Gaussian noise with unit variance. In Eq. (10), \( \nu \) can be perceived as the interface tension, while \( \Delta \) is the noise intensity. As we are writing down a field description from symmetry considerations, there is no explicit link at this level between the parameters in Eq. (10) and our stochastic model parameters. This is however irrelevant for what we are going to deduce from the field-theoretic approach. Periodic boundary conditions are used to enforce the ring topology on the system.

The defect site (we will call its position \( X_0 \)) is introduced as a \( \delta \)-like source term in the right-hand side of Eq. (10):
\[ \partial_t h = \Lambda \delta(x-X_0) + \nu \nabla^2 h + \sqrt{2\Delta} \eta(x,t), \] (11)
where \( \Lambda \) measures the strength of the bias on the defect site [42]. To infer the steady state of Eq. (11), we introduce the height Fourier modes \( \hat{h}_k(t) = \int_0^L dx \, h(x,t) e^{-ikx} \), where, due to periodicity, \( k = 2n\pi/L \) with \( n \) integer. Equation (11) transforms to
\[ \partial_t \hat{h}_k = \Lambda e^{-ikX_0} - \nu k^2 \hat{h}_k + \sqrt{2\Delta} \eta_k. \] (12)
Each mode is nothing but an Ornstein-Uhlenbeck process with \( k \)-dependent parameters. The new ingredient here over the usual EW equation is the constant forcing term \( \Lambda e^{-ikX_0} \) which stems from the defect site. Integrating (12) yields
\[ \hat{h}_k(t) = e^{-\nu k^2 t} \hat{h}_k(0) + \int_0^t ds \, e^{-\nu k^2 (t-s)} \left( \sqrt{2\Delta} \eta_k(s) + \Lambda e^{-ikX_0} \right), \] (13)
First, by setting a flat initial condition, the \( \hat{h}_k(0) \) contribution disappears. Next, we note that the 0-th mode, once divided by \( L \), equals the mean height \( \overline{h} \) defined in section [11A] the mean height is a Gaussian random variable with mean \( \Delta t/L \) and variance \( 2\Delta t/L^2 \). The 0-th mode contributes neither to the interface width, since this measures fluctuations about the mean, nor to the particle dynamics, which only involves the interface slope. We therefore ignore the zero mode for the remainder of this section. In particular, we consider the stationary state
\[ \lim_{t \to \infty} (h(x,t)-\overline{h}) = h^{\text{det}}(x) + h^{\text{rand}}(x), \] (14)
where \( h^{\text{det}}(x) \) is the deterministic part of the interface profile coming from the delta function and Laplacian in (11) whereas \( h^{\text{rand}}(x) \) is a random part coming from the noise.

We note in passing that the deterministic part of the steady state solution of (11) corresponds to the solution of Laplace’s equation for the electrostatic potential of a point charge at \( X_0 \) on a one-dimensional lattice with periodic boundary conditions. In order to have a consistent equation, which satisfies the periodic boundary condition, one has to introduce a background charge density to give overall charge neutrality. In our context, this procedure is equivalent to subtracting out the 0-th mode.

Let us then consider the \( t \to \infty \) limit of all the other modes. In this limit the deterministic part of (13) reads
\[ \hat{h}_k^{\text{det}}(x) = \lim_{t \to \infty} \frac{\Lambda}{\nu} \frac{1 - e^{-\nu k^2 t}}{k^2} e^{-ikX_0} = \frac{\Lambda}{\nu} \frac{e^{-ikX_0}}{k^2}. \] (15)
Inverting (15) by summing over \( k = 2n\pi/L, n \neq 0 \), one gets
\[ h^{\text{det}}(x) = \frac{\Lambda}{\nu} \frac{2L}{\pi} \text{Li}_2(e^{2\pi i(x-X_0)/L}) + \text{Li}_2(e^{-2\pi i(x-X_0)/L}), \] (16)
where \( \text{Li}_m(x) = \sum_{k \geq 1} x^k/k^m \) is the polylogarithm of order \( m \) of \( x \). We now invoke a polylogarithm identity
\[ \text{Li}_n(e^{2\pi ix}) + (-1)^n \text{Li}_n(e^{-2\pi ix}) = -(2\pi i)^n B_n(x)/n! \] (17)
where \( 0 < x \leq 1 \). Here, \( B_n \) denotes the \( n \)-th Bernoulli polynomial and in particular, \( B_2(x) = x^2 - x + 1/6 \) so that we obtain
\[ h^{\text{det}}(x) = \frac{\Lambda L}{2\nu} \left[ \frac{(x-X_0)^2}{L^2} - \frac{|x-X_0|}{L} + \frac{1}{6} \right]. \] (18)
This is the tent profile illustrated by the dashed line in Figure 10.

The stochastic contribution \( h^{\text{rand}}(x,t) \) consists of zero-average Gaussian random variables at each point \( x \) of the profile and the Fourier transform is
\[ h_k^{\text{rand}}(t) = \int_0^t ds \, e^{-\nu k^2 (t-s)} \sqrt{2\Delta} \eta_k(s). \] (19)
Inverting the Fourier transform by a calculation analogous to that presented above reveals that, as \( t \to \infty \),

\[
\hat{h}^{\text{rand}}(x) = \frac{\sqrt{2 \Delta}}{L} \sum_{k \neq 0} e^{i k x} \hat{\eta}_k.
\]  

where

\[
\langle \hat{\eta}_k \rangle = 0 \\
\langle \hat{\eta}_k \hat{\eta}_{k'} \rangle = L \delta(k + k')
\]

so that \( \langle h^{\text{rand}}(x) \rangle = 0 \) and the spatial correlation between points at distance \( r \) of the stochastic profile reads

\[
\langle h^{\text{rand}}(x) h^{\text{rand}}(x + r) \rangle = \frac{\Delta L}{\nu} \left[ L_i 2 e^{2 \pi i \frac{r}{L}} + L_i 2 e^{-2 \pi i \frac{r}{L}} \right] = \frac{\Delta L}{2 \nu} \left[ r^2 - \left| r \right| L + \frac{1}{6} \right].
\]

By squaring Eq. (2) and integrating over \([0, L]\), one gets the steady-state squared mean width. This quantity comprises, again, two competing contributions:

\[
w_{ss}^2(L) = c \left( \frac{\Delta L}{2 \nu} \right)^2 + \Delta L \chi_2,
\]

the first from the squared deterministic profile, the second from the integral of \( \langle h^{\text{rand}}(x) h^{\text{rand}}(x) \rangle \). Here \( c = \int_{-1/2}^{1/2} dx (x^2 - |x| + 1/6)^2 = 1/180 \).

According to Eq. (24), noise dominates the roughening dynamics for small system sizes \((L < \nu \Delta/3 \Lambda^2 c)\), and \( \alpha = 1/2 \). As the system gets larger, however, the deterministic contribution of the defect site grows in weight, until it overcomes that of the noise and sets the roughness exponent to \( \alpha = 1 \). As for the dynamic exponents, they can be inferred via the following argument. Although at early times, slope correlations spread around the defect site as in Fig. 7 at long times one obtains diffusive behaviour. This is because, when the tent profile has formed, growth is limited by slope diffusion: the interface must be concave (\( \triangledown \)) at the defect site for the tent to grow by one unit, so that a +1-slope segment has to diffuse across the \((-1\)-slope region on the right of the defect while a \(-1\)-slope segment has to diffuse across the \(+1\)-slope region on the left of the defect. The resulting dynamic exponent \( z_1 \) equals 2, as one would expect from the field equation (14) and is confirmed by the numerics (Fig. 11).

The particle dynamics is also easily understood, as the particle will always be sitting on the top of the tent before moving. Then, from Eq. (2), the left and right jump rates coincide, \( q_k^L = q_k^R = q \), so that the particle undergoes normal diffusion. As there is normal diffusion at all times, the exponents \( \xi \) and \( z_2 \) are therefore trivially zero. To sum up,

\[
\omega \gtrsim L^2 : \quad \alpha = 1, \quad z_1 = 2; \quad \chi = 0, \quad z_2 = 0.
\]

where \( \omega \gtrsim L^2 \) specifically means that \( \omega \) is larger than the static defect problem saturation time. Of course this regime can only be achieved on a finite \( L \) system and because of this the behaviour (25) does not survive the thermodynamic limit. What happens for \( \omega \) large but shorter than the saturation time is the subject of the following section.

\[\text{V. THE SURFING REGIME}\]

The system behaviour when \( \omega \) lies between the values of section II and IV is not just a mixture of the limiting cases previously described, but another regime appears. Such a regime—call it the surfing regime—occurs for \( \omega \) large, but still smaller than the static particle problem saturation time, which is \( O(L^2) \). The reason for the given name, as anticipated in the introduction, comes from the particle behaviour, which is peculiar to this system and specific range of parameter. This behaviour is summarised in Fig. 12.

At first, the particle pulls the interface as a static defect, thus creating the typical tent shape discussed in the previous section. However, as \( \omega \) is finite the particle will move before the tent gets as big as the system, which takes a time \( O(L^2) \). Pictorially (see Fig. 12), the particle randomly chooses one side of the tent as the direction to move away, then the tent breaks like a sea wave towards the particle’s direction of motion. Since \( \omega \) is greater than 1, after the wave breaks the interface keeps following the particle but without completely adapting to the new particle position, as it does for \( \omega \to \infty \). As a result, the particle will keep finding itself on a downslope and being pushed forward—the particle appears to surf the interface.

The first, immediate consequence of this peculiar dynamics is that the particle is able to use the protrusive
than the hypothesis of Eq. (4) is obeyed once again, provided one 
(left panel), after some short transient, \( \omega \) size dependent values. 
For large values of \( \omega \) as described, the scaling 
observations and its sloped side must provide a pushing force 
that it does not mix with noise-induced fluctu-
tions. For large values of \( \omega \) as described, the scaling 
hypothesis of Eq. (4) is obeyed once again, provided one 
considers only systems which are big enough to display 
the ballistic behaviour and chooses a value of \( \omega \) much 
larger than 1 but still much smaller than \( L^2 \).

As shown in Fig. 14, collapse is achieved for \( \chi = z_2 = 1 \). The value of \( z_2 \), together with \( \chi + z_2 = 2 \), is 
consistent with the ballistic regime observed right before 
saturation. What is the meaning of \( \chi = 1 \)? It implies 
that the long-time effective diffusion coefficient \( D_{\text{eff}} \) is di-
rectly proportional to the system size \( L \). By coupling this 
observation with the kinetic interpretation of the diffusion 
coefficient \( D = (\text{mean free path}) \times (\text{speed}) \), we argue 
that the particle surfs the interface for its whole length 
before reverting its motion. This is indeed what emerges 
by inspecting snapshots of the system as those collected 
in Fig. 12 after travelling about a system length, the 
particle meets the tail of the wave it is surfing, hence it 
will have to stop and create a new wave to surf, possibly 
in the opposite direction. The resulting motion is that 
of a persistent random walk, with the interface size as 
persistence length.

As a byproduct of the peculiar particle dynamics, the 
width scaling appears to differ from the previous sections 
or indeed any of the known universality classes. First, 
as in the finite density case \( \beta \), the dynamics is domi-
nated by oscillations: the interface roughens when the particle 
creates a tent, then smoothens as the particle 
surfs the membrane wave. Once the particle has stopped 
routing, due to the finiteness of the interface size, the 
width increases again and the cycle repeats. The period 
of the oscillations, being controlled by the particle running 
time, scales as the system size, hence \( z_1 = 1 \), as 
can be observed in Fig. 15. Notice that this is the only case 
where \( z_1 = z_2 = z_P \), as in the passive scalar prob-
lems discussed in Section IA. Furthermore, due to the 
‘ironing’ performed by the surfing particle, the interface 
appears significantly smoother than in the other phases. 
A reasonable width collapse in Fig. 15 is achieved for 
\( \alpha = 0.175 \) (about \( 1/6 \)), but we cannot exclude the possi-
bility that the roughness will vanish upon increasing 
the system size even further. Some light will be shed on 
this issue in the forthcoming section, where we predict 
the surfing regime through a self-consistent solution of a 
coarse-grained description of the system at hand.

VI. THE LANGEVIN DESCRIPTION AND 
DYNAMICAL PHASE TRANSITION

In this section we resort to a coarse-grained descrip-
tion of our model, in order to analyse the surfing regime. 
The starting point is the ‘Active KPZ’ equation proposed in \( \ref{eq:active_kpz} \). Having a single particle, though, cause the intro-
duction of a density field to be meaningless. We will 
instead build a process \( X(t) \) which is a continuous-space 
equivalent of the jumping particle, at least to the extent 
at which the height field \( h(x,t) \) is the continuous-space 
equivalent of our discrete interface.

Hence, let us start by calling \( X_t \) the lattice position of
the particle at time \( t \), \( a \) the lattice spacing, and define \( x = a i \) as the coordinate that will become continuous in the \( a \to 0 \) limit. The current particle position will be distinguished from the latter by denoting it with \( X_{t} \). After a short time \( \delta t \), the particle position changes according to

\[
X_{t+\delta t} = \begin{cases} 
X_{t} + a, & \text{prob. } \delta t q_{l}^{R}, \\
X_{t} - a, & \text{prob. } \delta t q_{l}^{L}, \\
X_{t}, & \text{otherwise}.
\end{cases}
\]  

(26)

Thus,

\[
\langle \delta X_{t} \rangle = \delta t a \left( q_{l}^{R} - q_{l}^{L} \right) = -\delta t a 2q \nabla h; \\
\langle \delta X_{t}^{2} \rangle = \delta t a^{2} \left( q_{l}^{R} + q_{l}^{L} \right) = \delta t a^{2} 2q,
\]

(27)

and higher order moments \( \langle \delta X_{t}^{n} \rangle \) are of order \( a^{n} \). By setting \( 2q = a^{-2} \), approximating \( \nabla h \) with \( a \partial_{x} h(x, t) + O(a^{2}) \) and performing the \( a \to 0 \) limit, one notices that the \( n \)-th moments with \( n > 2 \) vanish, while

\[
\frac{\langle \delta X_{t} \rangle}{\delta t} = -\gamma \partial_{x} h(x, t) |_{x_{t}}; \quad \frac{\langle \delta X_{t}^{2} \rangle}{\delta t} = 1.
\]  

(28)

The quantities above are nothing but the first two coefficients of the Kramers-Moyal expansion of the probability distribution of the particle position. From those we deduce the continuous-space limit particle position obeys the Langevin equation

\[
\dot{X}_{t} = -\gamma \partial_{x} h(x, t) |_{x_{t}} + \xi(t),
\]

(29)

where \( \xi(t) \) is a Gaussian white noise with unit variance. With an analogous procedure one can derive the height equation (cf. Eq. 11)

\[
\partial_{t} h = \omega \left[ \Lambda \delta(x - X_{t}) + \nu \nabla^{2} h \right] + \sqrt{2 \Delta} \omega \eta,
\]

(30)

where we factored out the timescale ratio parameter \( \omega \).
Without solving Eq. \[29,30\] explicitly, we can check if it admits a surfing solution in the deterministic limit \(\Delta = 0\). Let us work, as in section \[\text{IV}\] in the Fourier representation: with an initially flat interface and \(\Delta = 0\),

\[
\tilde{h}_k(t) = \omega \Lambda \int_0^t ds \ e^{-\omega v k^2(t-s)} e^{-ikX_s}.
\]  \(31\)

As the speed of the slider equals the force felt at time \(t\), \(F(t) = -\gamma \partial_x \tilde{h}(x,t)\),

\[
\dot{X}_t = -\gamma \int_{-\infty}^\infty \frac{dk}{2\pi} \ i k \tilde{h}_k(t) e^{ikX_t}
\]

\[
= -\omega \gamma \int_{-\infty}^\infty \frac{dk}{2\pi} \ \int_0^t ds \ ik e^{-\omega v k^2(t-s)} e^{ik(X_t-X_s)}.
\]  \(32\)

The above equation is just a reformulation of Eq. \[29,30\], obtained by integrating out the height field. Since the above equation is just a reformulation of Eq. \(29,30\), which should imply the existence—and finiteness—of the following limit,

\[
\lim_{t \to \infty} \dot{X}_t = v_{ss}
\]  \(33\)

where we refer to \(v_{ss}\) as a ‘steady-state’ surfing speed. The goal of the remainder of the section is then that of finding a self-consistent equation for \(v_{ss}\) by performing a long-time limit of Eq. \[32\]. This limit is given by,

\[
v_{ss} = \lim_{t \to \infty} \left\{ -\omega \gamma \int_{-\infty}^\infty \frac{dk}{2\pi} \ \int_0^t ds \ ik e^{ikv_{ss} - \omega v k^2(t-s)} \right\}.
\]  \(34\)

In Eq. \[34\], \(X_t - X_s\) is approximated by \(v_{ss}(t - s)\) for all times whereas actually \(v_{ss}(t - s)\) approximates \(X_t\) only at very large times. However, due to the decaying exponential factor \(\exp\{-\omega v k^2(t - s)\}\), the \(s\)-integral is insensitive to the integrand values for small \(s\) when \(t \to \infty\). Therefore, under the \(t \to \infty\) limit, the replacement of \(X_t - X_s\) can be safely extended to the whole integration domain \([0, t]\) to get to Eq. \[34\]. We finally get to the sought self-consistent equation by performing the limit. The result reads

\[
v_{ss} = \frac{\gamma \Lambda}{\nu} \int_{-\infty}^\infty \frac{dk}{2\pi} \ \frac{1}{ik + v_{ss}/\omega \nu}
\]

\[
= \frac{\gamma \Lambda}{2\nu} \ \text{sign}(v_{ss}),
\]  \(35\)

where sign is the signum function (+1 for positive argument, −1 for negative, 0 when the argument vanishes). Eq. \[35\] is solved by \(v = 0\) and ±\(v^*\), where \(v^* = \gamma \Lambda/2\nu\).

This means that, at some time between 0 and \(\infty\), the two non-zero solutions appear: in order to infer this time, one would have to solve the full time-dependent problem. The time-dependent particle speed will then interpolate from \(v = 0\) at \(t = 0\) to \(v = \gamma \Lambda/2\nu \ \text{sign}(v)\) at \(t \to \infty\). The approach to the \(t \to \infty\) limit follows easily from next-to-leading corrections to Eq. \[34\], found to be exponentially small in \(t\) and controlled by the saturation time \(t_{sat} = 4\Omega \nu/v^*\). The departure from the \(t = 0\) solution, instead, is much harder to analyse. The reason is that a small \(t\) expansion of Eq. \[32\] will result in all the derivatives of \(X_t\) vanishing. We believe this might be due to some \textit{latency period} where the solution sticks to \(X_t = 0\).

As the transition away from this solution has proven difficult to analyse, we present in Fig. \[16\] a stochastic simulation that illustrates it. The transition to a running phase with constant speed occurs after some apparent latency period, marked by a vertical red dashed line in the figure. In this simulation the particle is subject to thermal noise when there is no net slope driving it, hence it moves diffusively before making the transition to the running phase. It is possible that some thermal kick is also required for the particle to transition between the \(v = 0\) and \(v = \pm v^*\) deterministic solutions.

\[\text{FIG. 16. Particle trajectory for } \omega = 400, \text{ with } L \text{ as in the key. The depicted behaviour is emblematic of the whole } 1 < \omega < L^2 \text{ regime. The dynamics goes qualitatively as follows. Starting from a flat interface at } t = 0, \text{ the particle fluctuates diffusively. It eventually picks a direction at random and starts running, but it does so only after some finite time.}\]

\[\text{VII. CONCLUSIONS}\]

In conclusion, we have studied the statistical mechanics of a single active particle – an active slider – on a fluctuating membrane. The nature of the coupling is such that the active particle stimulates interfacial growth, and is in turn affected by height gradients so as to be repelled by peaks and slide down to accumulate at valleys.
We chose this setup for two reasons. First, the particles create interface peaks which repel them, thus perpetually generating activity and this enhances the non-equilibrium nature of the problem (i.e., there is no equilibrium system which qualitatively resembles the one we study). Second, this setup may be relevant to understanding the behaviour of membrane proteins, especially those which, by signalling to the actin cortex, stimulate membrane growth.

Our simulations show that there is a surprisingly rich range of possible dynamical behaviours of an active slider. The regimes we identified depend crucially on the ratio between two timescales, that of interface relaxation and that of slider motion/diffusion in an effective potential. When the first timescale is sufficiently slow, the interface behaves as an Edwards-Wilkinson equilibrium interface, whereas the particle dynamics is non-trivial: it is superdiffusive at intermediate times, and diffusive at late times. For very slow interfacial motion, the slider can also move subdiffusively at very early times, which is reminiscent of the dynamics of random walkers in quenched random environments. Thus the interface and the slider exhibit different dynamic exponents. It is intriguing to notice that, in the slow interface regime, the slider dynamics resembles metadynamics, a virtual dynamics used to let a system fully sample a possibly complex free energy landscape—it would be tempting here to speculate that such metadynamics could also appear as an efficient strategy in biological systems.

When, instead, the dynamics of the interface is fast with respect to particle diffusion, two additional distinct regimes can occur, whose interplay depends also on the system size. One is the “surfing” regime, where the slider travels ballistically for whole system lengths by riding its own wave, the other is the “electrostatic” regime where the slider behaves as a moving positive charge on a negatively charged ring. They both occur due to the particle being able, if slow enough, to enslave the interface: after an adequate amount of time, the interface modification due to the slider action will dominate over thermal fluctuations, and the interface will look like the tent described in Section VI. Depending on whether the slider influences the whole interface or part of it before it moves, the tent-like shape will stay stable or break and be surfed by the slider. Such an added system-size dependence leads us to believe that, should the \( L \to \infty \) limit be performed first, only the metadynamics and surfing regimes would survive. Which of the two takes place would then be determined by the relative importance of noise- and activity-induced shape fluctuations.

A further exploration of the effect of noise would be of great interest. One might, for instance, include noise in the coarse-grained approach we presented in Section VI (coupled Langevin Eq. (29,30)). Arguably, the addition of interfacial noise could hinder the emergence of surfing solutions, hence explain why surfing only appears in a specific range of \( \omega \). Furthermore, as the interface noise influences all the particles in the system, its inclusion would constitute a significant step in understanding the interface-mediated interactions between the sliders and the emergent collective behaviour. Even the simpler—but still challenging—exact solution of the deterministic problem, Eq. (52), would shed some light on the transition to directed motion described in Section VI.

To sum up, our work shows that non-equilibrium active membranes exhibit non-trivial dynamics, even when activity is due to the action of a single particle. We hope that this work will stimulate further theoretical studies of nonequilibrium membranes with active sliders, as well as other applications of this models to other contexts, for instance of nonequilibrium random walkers in fluctuating potentials, or chemotactic microorganisms and phoretic particles.
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