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Abstract. Emissions of biogenic volatile organic compounds (BVOC) are a chief uncertainty in calculating the burdens of important atmospheric compounds like tropospheric ozone or secondary organic aerosol, reflecting either imperfect chemical oxidation mechanisms or unreliable emission estimates, or both. To provide a starting point for a more systematic discussion we review here global isoprene and monoterpene emission estimates to-date. We note a surprisingly small variation in the predictions of global isoprene emission rate that is in stark contrast with our lack of process understanding and the small number of observations for model parameterisation and evaluation. Most of the models are based on similar emission algorithms, using fixed values for the emission capacity of various plant functional types. In some cases, these values are very similar but differ substantially in other models. The similarities with regard to the global isoprene emission rate would suggest that the dominant parameters driving the ultimate global estimate, and thus the dominant determinant of model sensitivity, are the specific emission algorithm and isoprene emission capacity. But the models also differ broadly with regard to their representation of net primary productivity, method of biome coverage determination and climate data. Contrary to isoprene, monoterpene estimates show significantly larger model-to-model variation although variation in terms of leaf algorithm, emission capacities, the way of model upscaling, vegetation cover or climatology used in terpene models are comparable to those used for isoprene. From our summary of published studies there appears to be no evidence that the terrestrial modelling community has been any more successful in

“resolving unknowns” in the mechanisms that control global isoprene emissions, compared to global monoterpene emissions. Rather, the proliferation of common parameterization schemes within a large variety of model platforms lends the illusion of convergence towards a common estimate of global isoprene emissions. This convergence might be used to provide optimism that the community has reached the “relief phase”, the phase when sufficient process understanding and data for evaluation allows models’ projections to converge, when applying a recently proposed concept. We argue that there is no basis for this apparent relief phase. Rather, we urge modellers to be bolder in their analysis, and to draw attention to the fact that terrestrial emissions, particularly in the area of biome-specific emission capacities, are unknown rather than uncertain.

1 Introduction

Isoprene (2-methyl-1,3-butadiene, C\textsubscript{5}H\textsubscript{8}) and monoterpenes (a diverse group of molecules made up of two isoprene units) are biogenic volatile organic compounds (BVOC) emitted from vegetation that are of widely recognized importance for atmospheric chemistry and climate. Their significance in the climate system arises from the large quantity emitted annually (e.g., the estimates of isoprene emissions summarized in Table 1 are similar in magnitude to the emission of methane) and from their fast reactivity with tropospheric oxidants (Atkinson, 2000).

Isoprene and monoterpene oxidation products are important precursors for photochemical ozone production when \(\text{NO}_x\) levels are high. On the contrary, in low \(\text{NO}_x\) environment, ozone can react directly with BVOC and their reaction...
Table 1. Summary overview of studies of global isoprene (\(E_I\)) and monoterpene (\(E_M\)) emission estimates. The table includes only studies that used temperature and light dependence for the calculation of rates of isoprene emissions. Model names are in italics. A list of abbreviations is provided below; model names (or abbreviations) and a description of models and experiments can be found in the originally published work and references therein.

<table>
<thead>
<tr>
<th>Source</th>
<th>Simulation period</th>
<th>(E_I, E_M) (Tg C a(^{-1}))</th>
<th>Land cover</th>
<th>Vegetation physiological activity(^a)</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Guenther et al. (1995)</td>
<td>1990</td>
<td>563 127</td>
<td>57 ecosystem types based on Olson (1992)</td>
<td>GVI from AVHRR (1990), NPP from relationships with (T) and precipitation</td>
<td>G95</td>
</tr>
<tr>
<td>2 Wang and Shalkcross (2000)</td>
<td>9/1990-8/1991</td>
<td>530</td>
<td>28 ecosystem types assembly of 12 PFT (LSM) and regional vegetation maps</td>
<td>LSM1; prescribed</td>
<td>G95</td>
</tr>
<tr>
<td>3 Adams et al. (2001)</td>
<td>present (not specified)</td>
<td>561 117</td>
<td>33 ecosystem types from global</td>
<td>LAI as is (S_b)</td>
<td>G95</td>
</tr>
<tr>
<td>5 Wiedinmyer et al. (2006)</td>
<td>1990-2000</td>
<td>459</td>
<td>As in Guenther et al. (1995)</td>
<td>ISAM and LAI from MODIS (monthly)</td>
<td>G95</td>
</tr>
<tr>
<td>6 Potter et al. (2001)</td>
<td>not specified</td>
<td>559</td>
<td>12 ecosystem types assembly of 10 PFT (NASA-CASA) and climatological data (CLM2, prescribed)</td>
<td>As in Guenther et al. (1995)</td>
<td>G95</td>
</tr>
<tr>
<td>7 Levin et al. (1999)</td>
<td>1990</td>
<td>507 33</td>
<td>15 ecosystem types assembly of 12 PFT (IBIS)</td>
<td>NASA-CASA and FPAR from AVHRR NDVI CLM2, prescribed</td>
<td>G95</td>
</tr>
<tr>
<td>8 Sanderson et al. (2003)</td>
<td>1990s</td>
<td>483</td>
<td>5 PFT (TRIFFID)</td>
<td>SDGVM</td>
<td>G95</td>
</tr>
<tr>
<td>10 Valdez et al. (2005)</td>
<td>Pre-industrial</td>
<td>594 99</td>
<td>7 PFT (SDGVM)</td>
<td>IBIS</td>
<td>G95</td>
</tr>
<tr>
<td>11 Kaplan et al. (2006)</td>
<td>Pre-industrial</td>
<td>541 121</td>
<td>27 ecosystem types, assembly of 12 PFT (equilibrium vegetation model, BIOME4-TG)</td>
<td>BIOME4-TG</td>
<td>G95</td>
</tr>
<tr>
<td>13 Guenther et al. (2006)b</td>
<td>2003</td>
<td>503</td>
<td>Inventories and Olson ecoregions, and computed hourly insolation</td>
<td>MODES LAI and vegetation assembly of 7 PFT cover fraction</td>
<td>G95, extended (MEGAN)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Climatology</th>
<th>Resolution</th>
<th>Time step(^b)</th>
<th>Account for crops?</th>
<th>Sep. treatment of sunlit and shaded leaves</th>
<th>Leaf age ((t))</th>
<th>(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 L and C(^a) and computed hourly insolation</td>
<td>0.5° × 0.5°</td>
<td>Sub-daily for one 24 h period each month</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Air</td>
</tr>
<tr>
<td>2 From CTM/ECMWF</td>
<td>2.8° × 2.8°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Canopy</td>
</tr>
<tr>
<td>3 Adjusted from Guenther et al. (1995)</td>
<td>n.a.</td>
<td>Adjusted from Guenther et al. (1995)</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Air</td>
</tr>
<tr>
<td>4 CRI(^c) and precip.; ERBE database</td>
<td>0.5° × 0.5°</td>
<td>Not specified</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Surface skin</td>
</tr>
<tr>
<td>5 Not specified</td>
<td>0.5° × 0.5°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Not specified</td>
</tr>
<tr>
<td>6 L and C(^c) and FPAR and surface albedo (daily)</td>
<td>1° × 1°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Canopy</td>
</tr>
<tr>
<td>7 NCEP</td>
<td>1° × 1°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Canopy</td>
</tr>
<tr>
<td>8 HadCM3</td>
<td>2.5° × 3.75°</td>
<td>Sub-daily</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Canopy</td>
</tr>
<tr>
<td>9 CRU</td>
<td>2° × 2°</td>
<td>Sub-daily</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Canopy</td>
</tr>
<tr>
<td>10 HadAM3</td>
<td>2.5° × 3.75°</td>
<td>As in Guenther et al. (1995)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Air</td>
</tr>
<tr>
<td>11 Palaeoclimate simulation anomalies and 20th century mean climate baseline</td>
<td>0.5° × 0.5°</td>
<td>Daily, once for mid month of each month</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Air</td>
</tr>
<tr>
<td>12 ISLSCP-II</td>
<td>1° × 1°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Surface with T cut-off</td>
</tr>
<tr>
<td>13 NCEP-DOE reanalysis</td>
<td>3° × 3°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Canopy</td>
</tr>
<tr>
<td>14 CRU</td>
<td>0.5° × 0.5°</td>
<td>Daily</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Canopy</td>
</tr>
<tr>
<td>15 NASA-CASA</td>
<td>4° × 5°</td>
<td>Sub-daily</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Air</td>
</tr>
</tbody>
</table>

\(^a\) e.g., phenology, LAI, foliar area density, NPP
\(^b\) sub-daily time step may vary from 20 to 60 minutes depending on the model
\(^c\) Lemmens and Cramer, 1992: 1931-60 mean monthly temperature, precipitation and sunshine hours
\(^d\) http://www.cru.uea.ac.uk/
\(^e\) for the MEGAN “standard” experiment
\(^f\) Fraction of electrons used for isoprene production; value assigned such that under standard conditions (30°C, 1000 \(\mu\)mol m\(^{-2}\) s\(^{-1}\), 370 ppm) to result in \(I = E_I\)

Abbreviations:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVHRR</td>
<td>Advanced very high resolution radiometer</td>
</tr>
<tr>
<td>CASA</td>
<td>Carnegie-Ames-Stanford Approach</td>
</tr>
<tr>
<td>CLM</td>
<td>Community Land Model</td>
</tr>
<tr>
<td>DGV</td>
<td>Dynamic global vegetation model</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium range Weather Forecasting</td>
</tr>
<tr>
<td>ERBE</td>
<td>Earth Radiation Budget Experiment</td>
</tr>
<tr>
<td>FPAR</td>
<td>Fraction of photosynthetically active radiation</td>
</tr>
<tr>
<td>GEOS</td>
<td>Global earth observing system</td>
</tr>
<tr>
<td>GMAO</td>
<td>Global modelling and assimilation office</td>
</tr>
<tr>
<td>GVI</td>
<td>Global vegetation index</td>
</tr>
<tr>
<td>HadCM</td>
<td>Hadley Centre coupled model</td>
</tr>
<tr>
<td>IBIS</td>
<td>Integrated Biosphere Simulator</td>
</tr>
<tr>
<td>ISAM</td>
<td>Integrated Science Assessment Model</td>
</tr>
<tr>
<td>ISLSCP</td>
<td>International Satellite Land-Surface Climatology Project</td>
</tr>
<tr>
<td>LAI</td>
<td>Leaf area index</td>
</tr>
<tr>
<td>LSM</td>
<td>Land Surface Model</td>
</tr>
<tr>
<td>LPJ</td>
<td>Lund Potsdam Jena General Ecosystem Simulator</td>
</tr>
<tr>
<td>MEGAN</td>
<td>Model of Ecosystem Gas Exchange and Atmosphere</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>NASA-CASA</td>
<td>National Aeronautics and Space Administration, Carnegie-Ames-Stanford Approach</td>
</tr>
<tr>
<td>NPP</td>
<td>Net primary productivity</td>
</tr>
<tr>
<td>PFT</td>
<td>Plant functional type</td>
</tr>
<tr>
<td>PPF</td>
<td>Plant functional type</td>
</tr>
<tr>
<td>SDGVM</td>
<td>Sheffield Dynamic Global Vegetation Model</td>
</tr>
<tr>
<td>Sib</td>
<td>Simple Biosphere Model</td>
</tr>
<tr>
<td>TRIFFID</td>
<td>Top-down Representation of Interactive Foliage and Flora Including Dynamics</td>
</tr>
</tbody>
</table>

www.atmos-chem-phys.net/8/4605/2008/
products, and reduce ozone levels that way (Derwent, 1995; Atkinson and Arey, 2003). O₃ acts as a potent greenhouse gas in the troposphere with an anthropogenic radiative forcing of near equal magnitude to that of methane (Forster et al., 2007). In addition, O₃ is a pollutant and toxic for human beings, animals and plants; O₃ causes not only a direct inhibition of crop and forestry yields (Ashmore, 2005), but may also exert a significant indirect radiative forcing effect following a phytotoxically reduced terrestrial carbon sink (Sitch et al., 2007). A number of studies have investigated the possible protective role against oxidative stress that BVOC may have (Loreto and Velikova, 2001; Velikova et al., 2005; Loreto and Fares, 2007), which so far has not been taken into account in global O₃-carbon cycle-feedback calculations.

Atmospheric reactions of isoprene and monoterpenes can have an important influence on the tropospheric concentration of OH, thereby influencing the atmospheric lifetime of methane. Reduced BVOC emissions increase the atmospheric oxidation sink strength for CH₄ in atmospheric chemistry models, notably decreasing its atmospheric lifetime and hence concentration. Biochemical models cannot explain the low CH₄ concentrations at the last glacial maximum (LGM) compared to the pre-industrial atmosphere based on changes in wetland sources alone. Greatly reduced LGM-BVOC emissions and CH₄ lifetime helped to reproduce this long-term trend in a number of modelling studies (Adams et al., 2001; Valdes et al., 2005; Kaplan et al., 2006). It is plausible that over glacial-interglacial time scales, changes in atmospheric sink strength need to be taken into consideration for the interpretation of the ice-core methane records. However, the so-far unaccounted direct CO₂-leaf isoprene interaction suggests a rather more conservative BVOC emissions trend from the LGM to pre-industrial conditions: the relatively larger leaf emissions at low CO₂ levels offset the effects of reduced productivity and a cooler and drier climate, which complicates efforts to predict past dynamics in atmospheric CH₄ (Arneth et al., 2007a).

Formation of secondary organic aerosol (SOA) is a third process of relevance for atmospheric composition and climate in which BVOC play a key role. SOA affects radiative transfer through the atmosphere and act as cloud condensation nuclei. Monoterpenes, sesquiterpenes and their oxidation products have for some years been considered to be an important precursor source, forming condensable products that are required for SOA growth (Hoffmann et al., 1997; Kulmala, 2003). More recently, isoprene oxidation products have also been identified in SOA particles. While the SOA yield from isoprene may be low, its source strength and the gas-particle partitioning characteristics of its oxidation products are efficient to the point where it may promote SOA growth at higher altitudes and enhance the SOA formation from other sources (Claeys et al., 2004; Henze and Seinfeld, 2006).

Given their central role in several important atmospheric processes, it is important that we are capable of estimating the magnitude and dynamics of surface isoprene and monoterpenoid emissions. Regional and global BVOC estimates have to rely on simulation experiments since, on that scale, no observational constraints exist. As a rule, these experiments use bottom-up approaches with the exception of one top-down model analysis driven by satellite remote-sensing information (see Table 1, Sect. 2). It comes as no surprise that model experiments addressing the current, past or future climate or health effects of global tropospheric O₃ or SOA point with recurring regularity to the magnitude and spatial distribution of biogenic precursor emissions as one of the chief sources of uncertainty (e.g., Shindell et al., 2003; Henze and Seinfeld, 2006; Liao et al., 2006; Stevenson et al., 2006). Considering this uncertainty the lack of a systematic assessment of the global simulation estimates is surprising, particularly since many of the global chemistry models need to adjust the “standard” emission estimates of BVOC downward, at least in some regions, to permit reconciliation between chemistry calculations and ozone observations (Prather et al., 2001). It is a matter of debate whether the requirement for this adjustment is a consequence of emission estimates being too high or whether it is related to shortcomings in the chemical degradation and transport mechanisms within models, although over recent years a number of chemistry models have evolved to deal with higher BVOC emissions (Prather et al., 2001; Stevenson et al., 2006).

The purpose of this paper is to review the existing global isoprene emission estimates, discuss their variation and to summarise the chief uncertainties in the simulations in terms of drivers and processes. We address the question whether the terrestrial modelling community has reached a degree of consensus on global isoprene emissions. Such a consensus would clearly attribute the uncertainties in atmospheric chemistry simulations to be dominated by unknown reaction pathways, reaction kinetics or tropospheric transport, and if so, why a similar case cannot be made for emissions of monoterpenes.

2 Approaches to model global isoprene and monoterpenoid emissions – an overview

Table 1 provides a summary overview of annual global terrestrial isoprene and monoterpenoid emission estimates (E₁, E₂) that have been published over the last two decades and includes present day as well as two pre-industrial estimates. The table is exclusive in the sense that it lists only studies where in the case of isoprene, both light and temperature were considered as environmental constraints on emissions. Some earlier work (Turner et al., 1991; Mueller, 1992) used algorithms that varied isoprene emissions with temperature only. However, this approach is now known to be inadequate since isoprene in leaves of green plants is
In the first, vegetation cover is prescribed from satellite remote sensing information. Changes in vegetation phenology and physiological activity, as reflected in leaf area index (LAI) and net primary productivity (NPP), influence emissions via variation in the amount of emitting leaf biomass, which is calculated from the remote sensing input (Guenther et al., 1995; Wang and Shallcross, 2000; Adams et al., 2001; Tao and Jain 2005; Wiedinmyer et al., 2006).  The vegetation's capacity to emit isoprene or monoterpenes is specified at standard environmental conditions on a leaf basis, and is assigned to a number of representative plant functional types (PFT, e.g., tropical broadleaf tree, boreal needle-leaf tree) or ecosystem types (e.g., tropical rain forest).  The instantaneous leaf emission rate is determined from modification of the emission capacity according to the prevailing temperature and, for isoprene, light. In the seminal work presented by Guenther and co-workers (Guenther et al., 1993; Guenther et al., 1995; Guenther, 1997) widely applicable algorithms were developed as:

\[
E_{I,M} = \gamma E_{I,M}^* 
\]

with (for isoprene)

\[
\gamma = \frac{\alpha C_{L1} Q}{\sqrt{1 + \alpha^2 Q^2}} \exp \left( \frac{c_{T1}(T-T_s)}{RT} \right) \exp \left( \frac{c_{T2}(T-T_m)}{RT} \right) 
\]

and (for monoterpenes)

\[
\gamma = \exp(\beta(T-T_s)) 
\]

\(E_I^*\) and \(E_M^*\) are isoprene and monoprene emission capacities (sometimes called “basal emission rates”) referenced to a standard temperature \((T_s)\) of 30°C and (in case of isoprene) incident quantum flux density \((Q)\) of 1000 \(\mu\text{mol photons} \, \text{m}^{-2} \, \text{s}^{-1}\). \(T\) is leaf temperature and \(R\) is the gas constant. A number of empirical coefficients describe the light response \((\alpha, C_{L1})\) or the activation and deactivation energies that define the steepness of the temperature response and the location of the temperature optimum \((C_{T1}, C_{T2}, C_{T3}, T_m)\): their values are assumed to be identical for plants from all environments. For the case of isoprene, the temperature algorithm reflects the response of the enzyme isoprene synthase to temperature (Monson et al., 1992), and the light algorithm the dependence of chloroplast electron transport on the absorbed quantum flux density. For monoterpenes, a single exponential function (with the steepness depending on \(\beta\)) is used. This function describes the short-term (minutes to a few hours) increase of the monoprene emissions to temperature and is valid for plants that store monoterpenes in special storage tissues or organs, as found, for instance, in many (but not all) conifers (Kesselmeier and Staudt, 1999). It describes the increase of monoterpen diffusion flux out of the leaves that is associated with higher diffusion gradient between the storage pool and ambient atmosphere due to higher equilibrium monoterpen vapour pressure. The algorithm is inappropriate for species without specialized storage organs, in which monoterpen emissions are mainly controlled by the rate of monoterpen synthesis. In this latter instance, monoterpen emissions are controlled by both \(T\) and light in a similar way to isoprene emissions (Staudt and Seufert, 1995; Greenberg et al., 2003; Kuhn et al., 2004). The global emission estimates derived by upscaling these leaf-algorithms to ecosystem types (Guenther et al., 1995) have been considered as a point of reference in many of the more recent simulations, and will be referenced in the following as “G95”. For isoprene and monoterpen emission capacity, most of the modelling studies conducted to date use, either directly or indirectly, the parameterisation of vegetation types provided in the G95 study.

II) A second group of models have used the G95 temperature and light algorithms in combination with dynamic global vegetation models to simulate vegetation distribution, physiological activity and phenology rather than to prescribe it (Potter et al., 2001; Levis et al., 2003; Sanderson et al., 2003; Naik et al., 2004; Valdes et al., 2005; Kaplan et al., 2006; Lathière et al., 2006). Some of these models contain mixed features, e.g., vegetation cover and variation in LAI are prescribed whereas vegetation productivity is calculated with a process-based model.

III) One recent study presents a third approach that combines prescribed, fixed vegetation cover with the use of canopy emission capacities that are expressed on ground area basis (the MEGAN model, Guenther et al., 2006). These canopy \(E_I^*\) are still largely based on leaf and branch enclosure data that are spatially extrapolated using a canopy environment model but an increasing number of ecosystem scale observations are also becoming available. The MEGAN model includes an extensive expansion of the G95 algorithms by empirically specifying effects of leaf age, soil moisture, and previous days’ temperature and light conditions. It requires a much wider range of standard conditions for the emission factor to be set beyond \(T\) and \(Q\), including standard LAI, foliage age classes, solar angle, relative...
humidity, wind speed, soil moisture, past weather conditions (Guenther et al., 2006).

IV) One study approximated global emissions using a dynamic global vegetation model framework (LPJ-GUESS; Smith et al., 2001; Sitch et al., 2003) with a chloroplastic isoprene model that calculates emissions coupled to photosynthetic electron transport rate ($J$) due to photosynthetic energy in the synthesis of volatile isoprenoids (Niinemets et al., 1999; Arneth et al., 2007a, b).

$$I = \varepsilon J \alpha T,$$

where $\alpha = \frac{(C_i - \Gamma_*)}{6 (4.67C_i + 9.33\Gamma_*)}$ \hspace{1cm} (2)

III) Here, $\varepsilon$ is the fraction of electrons available for isoprene production, $C_i$ is the leaf-internal CO$_2$ concentration, and $\Gamma^*$ denotes the hypothetical CO$_2$ compensation point in the absence of dark respiration. The difference between the temperature optimum of photosynthesis and isoprene synthase is estimated by $T = \exp [a_s (T - T_s)]$, with $a_s=0.1$ and $T$ and $T_s$ as in Eq. (1). This model also accounts for the seasonality of $E_i^*$ related to growing and senescing leaves and effects of changing atmospheric CO$_2$ concentration on emission estimates (not included in Eq. 2). Details are provided in Arneth et al. (2007b; 2008). Leaf emission capacities were assigned per PFT such that the parameter $\varepsilon$ resulted in $E_i = E_i^*$ when environmental conditions approach the standard conditions of G95. The simulated short-term (diurnal) response with this approach is similar in shape compared to the empirical algorithms in G95 (Arneth et al., 2007b) – predictably so, since these mimic the hyperbolic increase of photosynthesis with light, and the Arrhenius-type temperature response of enzymatic activity. The model was recently extended to monoterpenes, for which chloroplast production is calculated as in Eq. (2) and plant functional types are either assumed to emit the produced monoterpenes directly (in an “isoprene-like” fashion), or from storage organs (Schurgers et al., 2008$^1$). Release from storage in the latter case is temperature-dependent in a $Q_{10}$-fashion and the average residence time ($\tau$) is thus modified from a standard value (at 30°C, $\tau_s$)

$$\tau = \tau_s [Q_{10}^{(T - T_s)/10}]^{-1} \hspace{1cm} (2a)$$

where $Q_{10}$ is the ratio of the average residence time at temperatures $T_1$ and $T_1 - 10 ^\circ C$, respectively.

V) While all the above estimates rely on bottom-up approaches to estimate global totals, one analysis presented a top-down view constrained by satellite remote sensing (Shim et al., 2005). This approach is based on providing emission constraints from the short-term variations of the high-yield isoprene oxidation product formaldehyde (HCHO, derived from the Global Ozone Monitoring Experiment (GOME) satellite instrument aboard the European ERS-2 satellite) that depend on the isoprene source on the one hand, and the removal of HCHO oxidation by OH and photolysis on the other. If horizontal transport can be ignored, HCHO columns can be linearly related to isoprene emissions, with the regression coefficient determined from an atmospheric chemistry model (Palmer et al., 2003). In the Shim et al. study, a priori and a posteriori estimates of isoprene emissions were produced for a number of selected regions using a combination of prescribed vegetation, G95 estimates of functional type emission capacities (for the a priori run of the model) and a chemical transport model.

3 Global isoprene estimates and model uncertainties: processes and drivers

In view of the diverse combination of emission algorithms, climatic input, description of vegetation cover and physiological activity, and simulation period (Table 1) the annual emission estimates and/or the regional emission patterns would be expected to vary widely; yet, at least for isoprene, this expectation emerges as a seemingly unfounded preconception. The average annual total of the studies summarized in Table 1 is 516 Tg C a$^{-1}$, with a standard deviation of little more than ten percent of this value (55 Tg C a$^{-1}$). Three of the 14 estimates (Tao and Jain, 2005; Valdes et al., 2005; Arneth et al., 2007a) lie clearly outside the range defined by the standard deviation (460–570 Tg C a$^{-1}$). The small standard deviation is remarkable when considering that, for instance, model intercomparisons of net primary productivity values still varied with a standard deviation of close to 20% after driving variables were made to converge as far as possible (Cramer et al., 1999). The overall span between the minimum and maximum isoprene estimate is 189 Tg C a$^{-1}$ which is nearly similar to the variation that can be introduced within a single model depending on variation in driving variables (Guenther et al., 2006). There is also little divergence regarding the chief source areas: those studies that break down global emissions by region attribute the largest isoprene source, between approximately 70 and 90% of global totals, to be located in tropical ecosystems.

Curiously, a similar picture does not emerge from simulation estimates of global monoterpene emissions. For this class of compounds, the variation around the mean is considerably larger, with estimates varying by a factor of $c$. four
Fig. 1. Response of canopy isoprene emissions ($I$) to a change in temperature ($\Delta T$, panel a) and the effects of the corresponding changes in gross primary productivity (GPP) on $I$ (panel b), and the interactions of GPP and $T$ (panel c). The distribution of plant functional types, climate and CO$_2$ concentration were prescribed using the average of the years 1981-2002 (obtained from standard model runs as in e.g., Arneth et al (2007a)), and temperature was decreased and increased by 2 K and 4 K on an annual basis. $I$ and GPP are expressed relative (rel) to their 1981-2002 averages, while $\Delta T$ is the difference to the average $T$ over this period. The difference between the temperature optimum of photosynthesis and isoprene emissions is accounted for as described in Arneth et al. (2007b). The y-axis of panels a and b denotes rel $I$ in response the changes in $T$ and GPP, the x-axis of panels c and b shows rel GPP. Locations are: 1. Tropical forest, Brazil, 40° W, 10° S; 2. Mediterranean forest, Spain, 5° W, 38° N; 3. Temperate broadleaf forest, Germany, 10° E, 50° N; 4. Boreal coniferous forest, Canada, 120° W, 60° N. Between minimum and maximum, rather than by 1.5 as for isoprene. The standard deviation (37 Tg C a$^{-1}$) is 40% of the mean (91 Tg C a$^{-1}$). For monoterpene emissions, which are modeled to depend exponentially on temperature only, a small change in temperature will have a large impact on projected emissions. This may, to some extent, explain why there is much greater variation in global emission estimates than those for isoprene but it is unlikely to be the full explanation since isoprene also responds steeply to temperature increases before reaching the temperature optimum of emission. Calculated global gross or net primary productivity (GPP, NPP) is generally not stated in the published papers. This is unfortunate: LAI, GPP and NPP are closely linked and since they are a main factor influencing emissions it would be instructive to being able to judge how much of the variation in emission estimates might be due to variation in productivity.

Fig. 2. As in Fig. 1 but varying atmospheric CO$_2$ concentration by 50 ppm and 100 ppm.

Fig. 3. As in Fig. 1 but varying leaf area index by 25% and 50%.

Figures 1–3 aim to provide an illustrative example, showing changes in relative isoprene emission rates for example locations, calculated with LPJ-GUESS combined with a process-based isoprene model (Arneth et al., 2007b) in response to changing temperature (Fig. 1), atmospheric CO$_2$ concentration (Fig. 2) and leaf area index (Fig. 3), while keeping the other parameters fixed. Increasing temperature enhances emissions at all example environments which in LPJ-GUESS results from the temperature stimulation of photosynthesis and the higher temperature optimum of isoprene synthesis compared to that of electron transport (Arneth et al., 2007b). In the temperate and boreal environments the $T$-optimum of modelled GPP is at or above the
present temperature (panel c). At the Mediterranean location, GPP starts to decline at temperatures more than c. 2 degrees above present which causes the change in the slope of the $I_{rel}$ vs. $\Delta T$ relationship (panel a). At tropical locations GPP decreases slightly with increasing temperature. Here photosynthesis begins to operate below the temperature maximum and hot temperatures promote the oxygenation of Ribulose-1,5-bisphosphate relative to its carboxylation (Hickler et al., 2008). At all locations a 4 degree temperature increase is still below the $T$-maximum of isoprene emissions which is mainly defined by the $T$-maximum of isoprene synthase. Effects of CO$_2$ fertilisation on GPP are visible at all locations, being most pronounced in the Mediterranean forest (Fig. 2, panel c) where increasingly conservative water use in a high CO$_2$ world becomes advantageous. But despite increasing GPP, $I$ declines with increasing CO$_2$ concentration, owing to the direct CO$_2$ inhibition that is included in the model and that overrides the fertilisation effect (panels a,b; Arneth et al., 2007a, b). Finally, for the effect of LAI we found relatively similar patterns at all locations with the response being most sensitive in Mediterranean environments, likely because simulated LAI there was lowest of the four locations (3.4) and relative changes cause thus the largest effects on absorbed radiation.

With one exception, the above-referenced studies include the G95 algorithms, or their modifications, as a core scheme to calculate the emission response to variation in temperature and (in case of isoprene) light. Putting forward an initial raison d'être for the surprisingly small variation in isoprene emission estimates thus seems straightforward: the short-term variation in leaf-level emissions (i.e., the emission algorithm) is of overriding importance, such that experiments that are based on the same emission algorithm result in fairly similar totals with some additional variation introduced by differences in vegetation cover, effects of environmental stress on emission capacity, leaf-to-canopy upscaling, or by accounting for effects of leaf age, seasonality and/or past weather.

Given this line of reasoning, however, we are left with a puzzle. The studies in Table 1 use climate inputs from a range of sources that differ significantly in their monthly or daily light, temperature and precipitation patterns, particularly in the tropical regions. They also derive land cover from different methods and differ consequently in the relative areas of important regions like the tropical evergreen forests and savannas. Moreover, emissions are in some cases reported for single years, and in others for periods of varying length. If the short-term response of $E_I$ (and hence the algorithm used) indeed was of overriding importance then, considering the very strong sensitivities of $E_I$ to temperature and light, the different climate inputs should be the cause for sizeable discrepancies between the emission estimates. The observed lack of model variation must lead us to two alternative explanations:

1. the sensitivity of the models to variations in the instantaneous light and temperature drivers is much less than anticipated, and we must look to other model components to explain their convergence towards similar values;

2. discrete model components like vegetation characteristics, climatology or emission algorithms have the potential to independently increase or decrease in compensatory fashion, such that the total net emissions remains relatively constant.

Below we briefly summarise the possible chief sources of model uncertainties to shed some light on possible causes for model discrepancies, and for compensating processes. Where appropriate/possible, we use our own model results to illustrate the effects some of these potential causes might have.

3.1 Emission algorithm

The Guenther et al. light and temperature algorithms (Eq. 1) require parameterisation with regard to the coefficients $\alpha$, $C_{L1}$, $\beta$, $C_{T1}$, $C_{T2}$, $C_{T3}$ and $T_m$. While the sensitivities of isoprene and monoterpenes to light and temperature are high, these algorithms have reproduced observed short-term variation in leaf emissions in a wide range of conditions and it is generally assumed that isoprene and monoterpene emitting species each have a similar light and/or temperature dependence (Wiedinmyer et al., 2004). As demonstrated in Guenther et al. (1993) even minor changes in the values chosen for $T_m$ (isoprene temperature response) or $\beta$ (monoterpene temperature response) will affect daily and maximum fluxes substantially. Furthermore, changes in the values for $C_L$ (isoprene light response) or $C_{T1}$ result in a (near)corresponding change of maximum emissions (not shown). A number of observations in boreal or subarctic environments have suggested that emissions of isoprene and monoterpenes may increase more steeply with warmer temperatures than indicated by the standard parameter values (Hakola et al., 1998; Rinne et al., 2000; Janson and de Serves, 2001; Ekberg et al., 2008$^2$). In principle, this would be a plausible adaptation to a cool growth environment but to date the available data is too limited to derive a firm conclusion in this respect. At a study location in northern Sweden, growing season total leaf emissions from sedges were estimated to differ by approximately a factor of two between calculations that used the standard settings, and calculations that used values obtained by fitting Eq. (1) to measurements (Ekberg et al., 2008). We are not aware of a systematic analysis of changes in these coefficients on global emissions.

Recently, there has been some recognition of the role of seasonal leaf development or weather conditions

---

accumulated over a period of few days to weeks in modifying these coefficients (see also Sect. 3.3). Guenther et al. (1999, 2006) suggested a response of emissions to medium-term growth environment (few days to weeks) that affect not only emission capacity but also the shape of the light response and the temperature optimum of emission. An increase in average temperature of the past 15 days from 20 to 35°C would increase emission capacity approximately five-fold, and move the temperature optimum of emissions by c. 7°C (Guenther et al., 1999; Wiedinmyer et al., 2004, their Fig. 4). For a study region in equatorial Africa a difference of 11–12% in isoprene emission estimates was introduced by varying the light and temperature response dynamically in response to the growth environment (Guenther et al., 1999). But there is as yet little empirical basis on which to inform such modification. Therefore, for most studies in Table 1 there is little potential for the algorithms themselves to generate variance among model predictions; only to the extent that the temperature and light inputs vary, as described above.

For isoprene, it has been shown that the short-term response of the G95 algorithms and those where emissions are linked to photosynthesis do not result in significant differences in short-term emission responses on the leaf scale (Arneth et al., 2007b). For monoterpenes, a large difference was found when taking into account the fact that many broadleaf deciduous emitters do not store monoterpenes over long-term in specific organs, but rather emit them in an “isoprene-like” fashion (Staudt and Seufert, 1995; Schurgers et al., 2008). Further differences related to the algorithm will emerge when transient responses of emissions to global change are investigated since on decadal and longer time scales the possible effect of a direct CO₂-isoprene interaction that has been demonstrated in a range of laboratory experiments (Rosenstiel et al., 2003; Possell et al., 2005) becomes apparent. Such an effect could result in greatly changed past and future emission estimates (Arneth et al., 2007a). For contemporary global totals the differences in emission algorithm alone should not be a chief cause of difference between models.

3.2 Emission capacity

Everything else being equal, total emissions depend linearly on the specified emission capacities (Eqs. 1 and 2). In global studies, the values of $E_I^*$ and $E_M^*$ are generally adopted from the recommendations by Guenther et al. (1995) that were based on aggregated leaf enclosure and atmospheric concentration measurements. These original recommendations included default values for $E_I^*$ and $E_M^*$ for a number of ecosystem classes for which by the mid 1990 field observations had not been available. The values for the original emission factors are relatively regularly spaced. They represent average emission categories and an emission factor of (for instance) 8 reflects literature values that may range from 6 to 12. This simplifies the process of combining different emission factor databases with various levels of uncertainty and number of samples and allows to group sources into finite number of categories (Guenther, personal communication, 2008). Values for $E_I^*$ have since been updated, based on new observations that have become available over the last two decades, and converted from leaf area to a grid area (canopy) basis (Guenther et al., 2006). However, for most ecosystems and vegetation types measurements of BVOC emissions are still scarce or absent (Guenther et al., 2006).

Assigning values of $E_I^*$ to a certain PFT or vegetation class can easily cause large variation in modelled emissions, since the vegetation categories and the number of plant functional types may differ. Due to the scarcity of measurements and the inevitable lumping of a large number of plant species into functional groups, the value to be used requires considerable subjective judgement by the researcher. The effect this may have can be illustrated by four studies that used relatively similar PFT categories (Table 1). Two of the studies (Naik et al., 2004; Arneth et al., 2007a) used full DGVM features for simulation of potential natural land cover and vegetation physiological activity, while the other two calculated physiological activity dynamically but used a prescribed vegetation cover including crop area (Levis et al., 2003; Lathière et al., 2006). In these experiments the authors had chosen to assign in some cases very different values of $E_I^*$.

For instance, Levis et al. (2003) use the same value of $24 \mu g(C) g(leaf foliar mass)^{-1} h^{-1}$ for tropical, temperate and boreal broadleaf deciduous and evergreen PFTs. With the exception of the two herbaceous C3 and C4 PFTs, Arneth et al. (2007a) adopted the values of Naik et al. (2004), including an $E_I^*$ of $45 \mu g g^{-1} h^{-1}$ for tropical, temperate and boreal broadleaf deciduous vegetation. Lathière et al. (2006) chose $24, 45$ and $8 \mu g g^{-1} h^{-1}$ for the tropical, temperate and boreal broadleaf deciduous PFT, respectively. All four studies assigned a value of $24 \mu g g^{-1} h^{-1}$ to tropical evergreen woody vegetation. The calculated annual isoprene totals varied merely between 412 and 507 Tg C a⁻¹, despite $E_I^*$ varying by a factor of two (tropical broadleaf deciduous) to more than five (boreal broadleaf deciduous). The large differences in the latter are of little consequence for global totals – all four studies attribute less than 5% of the global emissions to boreal ecosystems due to the overall short growing season and relatively low temperatures – but they will become a key factor in regional experiments, e.g., when studying effects of BVOC emissions on secondary organic aerosol formation (Tunved et al., 2006) or effects of global warming on northern latitude ecosystems (Ekberg et al., 2008). By contrast, PFT basal rates for tropical trees matter greatly not only on regional but also on global scale with typically 70–80% of total isoprene emissions attributed to originate from tropical ecosystems. The use of a value of either $24$ or $45 \mu g g^{-1} h^{-1}$ for tropical deciduous trees should therefore cause major model-to-model differences. In LPJ-GUESS, global totals are reduced by 15% when the lower $E_I^*$ is used to simulate emissions from tropical rainforest ecosystems (Schurgers, unpublished).
Variation of 50 Tg C a\(^{-1}\) or more could also be attributed to
dissimilar \(E_I^*\) of herbaceous vegetation alone, despite the
fact that grasses and herbs are generally considered to have
notably lower emission potential than woody vegetation (see
next paragraph), particularly the C\(_4\) grasses which to our
knowledge so far have not been found to emit isoprene. Naik
et al. (2004), for instance, excluded these PFT as emitters
and commented that their 50 Tg C a\(^{-1}\) difference compared
to the G95 estimate could be accounted for by this effect. By
contrast, Lathière et al. (2006) assigned relatively high emis-
sion potential to C\(_3\) and C\(_4\) grasses (16 and 24 \(\mu\)g g\(^{-1}\) h\(^{-1}\))
and calculate 90 Tg a\(^{-1}\) from these two PFTs. They state that
their similar global total emissions to the estimates presented
by Naik et al. (2004) was due to compensation of their higher
herbaceous \(E_I^*\) by their use of prescribed vegetation that included
crop cover with low \(E_I\). In LPJ-GUESS, an emission
potential of 0 vs. 24 \(\mu\)g g\(^{-1}\) h\(^{-1}\) for C\(_4\) grasses results in
an overall decrease of emissions by 10% (Schurgers, un-
published). Clearly, differences in the way that modellers
parameterise the emission capacities of various plant func-
tional types can have a relatively large influence on the
estimation of global emissions. One reason that the model
results reported to date reflect such striking similarities is that
they have relied on parameterisation schemes that are highly
adaptable with regard to the set emission capacities, reflect-
ing the large uncertainty in the values chosen for a PFT.

3.3 Weather conditions of previous days and acclimation of
emission capacities

The seasonality of emissions is sometimes illustrated as Jan-
uary and July maps of emissions per unit area, but so far
has rarely been reported as seasonal global totals. It is not
possible to judge on how model-to-model differences will
affect the seasonality on top of the annual sums. Several
studies have demonstrated that foliar isoprene emission rate
is not only determined by present weather conditions but
also by cumulative conditions over a period of several days
prior. Even in mature leaves (see Sect. 3.7), emission capa-
city can vary over a period of few days by a factor of three to
four (Monson et al., 1994; Geron et al., 2000; Hanson and
Sharkey, 2001; Ekberg et al., 2008). This effect has only
been accounted for in one of the global emission estimates
(Guenther et al., 2006) postulating a linear dependency of
\(T_{\text{max}}\) on past 24 h average temperature, and an exponential
relationship with \(T\) of the past 24 and 240 h – in both cases
relative to present temperature. Emissions depend also on
past 24 and 240 h light conditions. For simulations with the
MEGAN model, seasonal variation (for instance) in tropical
biomes varied by a factor of three as a result of incorporating
past weather effects, by contrast to previous estimates where
seasonal variation was nearly absent (Guenther et al., 1995,
2006). The shape of these responses – and the required com-
plexity in the algorithm – is highly uncertain. It could be
argued that disregarding past weather conditions has a fairly
small influence averaged over the course of a year, if the
emission capacity used reflects the appropriate seasonal aver-
age, since in that case emissions will be underestimated dur-
ing some, and overestimated during other parts of the year.
This has been found for a local study at a subarctic wetland
(Ekberg et al., 2008), where the amplitude of summer leaf
isoprene emission rates was simulated to vary around a fac-
tor of four or eight depending on whether or not short-term
weather effects in emission capacity were included. The an-
nual emission totals were hardly affected, but the short-term
variation in emission capacity should not be ignored when
emissions are linked to atmospheric chemistry calculations
where a high temporal resolution is required.

On the global scale, Tao and Jain (2005) report an-
nual emissions similar to Guenther et al. (2006), using the
MEGAN emission factors but excluding short-term weather
modifications. The inclusion of past temperature regimes as
a modelled effect on the isoprene emission capacity is cur-
rently based on only one study which investigated the re-
sponse of \(T_{\text{max}}\) to growth temperature at the leaf level with
aspen trees (Monson et al., 1992). Thus, it is unclear at
present how a broader consideration of these effects can im-
prove projections of emissions, or the degree to which its
consideration will cause model projections to diverge from
one another. As emphasized by Guenther et al. (2006), sim-
ulations that include the effects of past weather will lead to
an enhanced rate of emissions in the future, since not only
“present” but also ’past’ temperatures in warmer climate sce-
narios will change. There is clearly room for further develop-
ment as to how representative species of various plant func-
tional types respond with regard to \(T_{\text{max}}\) and past temperature
conditions, and the effect of such responses on model projec-
tions.

3.4 Vegetation cover

Although some C\(_3\) grasses, sedges or herbaceous vegeta-
tion emit significant amounts of isoprene (Kesselmeier and
Staudt, 1999; Bai et al., 2006; Ekberg et al., 2008), by far
the largest proportion of isoprene emission originates from
woody vegetation. Azolla, a highly emitting fern is fre-
quently found growing alongside non-emitting rice in aqua-
culture. A small number of agriculturally important species
have high isoprene emission rates (for instance velvet bean
or tree-crops like poplar, willow, eucalypt and oil palm),
but most of the widely planted crop species are relatively
insignificant in terms of their isoprene and monoterpenes
emissions (Kesselmeier and Staudt, 1999). Correspond-
ingly, emission capacities specified for agricultural ecosys-
tems tend to be relatively low, and where annual crops re-
place natural forest ecosystems rather than natural grass-
lands, a significant difference in simulated emissions is to
be expected.
Isoprene emission estimates for Europe differ by a factor of three for potential natural forest cover vs. real forested area (Arnth et al., 2008). Lathière et al. (2006) report reduction of global isoprene emissions by nearly 30% in a simulation where the two tropical PFTs had been replaced with tropical grasses and crops, even though $E_I^*$ of the former was assigned a similar value to that of the tropical tree PFT. Despite the clear differences that emerge in these experiments, the studies cited in Table 1 do not indicate a systematic land-cover effect that might override other model-to-model differences. Some of the estimates using potential natural vegetation cover, and present productivity and climate, are lower or close to the average of all studies (Sanderson et al., 2003; Naik et al., 2004; Arneth et al., 2007a). Two studies that were performed using potential natural vegetation cover but pre-industrial climate and productivity were at the upper end of the range presented in Table 1, although the climate driving the simulations should be notably cooler than today’s (Valdes et al., 2005; Kaplan et al., 2006). These estimates were similar in magnitude to some of the studies that accounted for cultivated land with non-woody crops that are low isoprene emitters (Tao and Jain, 2005; Potter et al., 2001).

Overall, there appears to be a discrepancy between how intuition informs us about the effects of model specification of vegetation cover on the projected global isoprene emission rate, and what actually emerges from the model runs. From our analysis, the sensitivity of model performance to spatially-prescribed vegetation cover schemes is lower than anticipated. It is possible that compensation occurs within the composition of specified biomes with regard to specific plant functional types that vary in their associated isoprene emission capacities. However, without more specific information on how each biome or vegetation cover class is composed in each model it is difficult to take this component of the analysis further.

### 3.5 Leaf area index and leaf to canopy upscaling

For a given vegetation cover, large variations in emissions can be expected from the prescribed or calculated (sunlit) leaf area index and specific leaf area. This arises from the dependence of $E_I$ or $E_M$ on total canopy foliage (Guenther et al., 1995). Differences to the G95 isoprene prediction of 503 Tg C a$^{-1}$ have been discussed in light of differences in estimated seasonality of foliar area density, particularly in tropical drought-deciduous ecosystems (Potter et al., 2001) or overall lower leaf biomass (Naik et al., 2004). Within one model, annual emissions have been shown to deviate from $-11\%$ to $+29\%$ around a standard simulation, depending on the specified LAI (Guenther et al., 2006).

Unsurprisingly, due to the dependence of isoprene emissions on light, the total amount of radiation absorbed by the canopy has also been found to have a large effect on the total emissions estimates (Lathière et al., 2006). Some studies have shown that the number of vertical levels in the canopy has a small influence on the emissions (Guenther et al., 1995; Lamb et al., 1996), but this observation depends on the type of the radiative transfer which is represented by very dissimilar approaches in the models (ranging from Beer’s law to a relatively detailed treatment of canopy layers). For models that use the fraction of light absorbed by the canopy ($f_Q$) for scaling, rather than multiply leaf emissions by LAI, a critical step is the conversion of the incident quantum flux density of $1000 \mu$mol m$^{-2}$ s$^{-1}$ that is used for specifying $E_I^*$ into the equivalent $f_Q$. In LPJ-GUESS, emissions vary proportionally to assumed $f_Q$ values under standard conditions, which introduces considerable uncertainty into the calculations; at this stage a value of $f_Q=0.42$ is used which is analogous to the assumption that a leaf close to the top of the canopy has a $g$ (Eq. 1a) of unity when $Q=1000 \mu$mol m$^{-2}$ s$^{-1}$ (Guenther et al., 1999). Despite the sensitive response of emissions to radiation, it is unlikely that the light dependence of isoprene emissions most strongly controls the emissions owing to the dissimilar amount of sunlit leaves in different light transfer models. Still, a relatively smaller or larger proportion of the canopy that is light limited provides an additional constraint that can dampen the emissions on top of the temperature response.

For canopy temperature, the crucial aspect is whether air or canopy temperature is used, particularly in canopies that have a high boundary layer resistance and low transpiration rate (Monteith and Unsworth, 1990). The potentially high sensitivity of isoprene or monoterpenes to the temperature specification scheme is due to the exponential dependence of emission rates on temperature. The global emission estimates summarized in Table 1 used a range of temperatures, some assuming air temperature to approximate canopy temperature, some including a leaf energy balance scheme in their canopy vertical transfer model, while others are based on skin surface (at the surface-atmosphere interface) temperature. The latter may exceed canopy temperature significantly, and a $2^\circ$C cap for the surface to air temperature difference was imposed e.g., by Lathière et al. (2006) but not so by Tao and Jain (2005). Lathière et al. found that increasing the average global surface temperature by 1°C led to an increase of isoprene emissions by 11% (Lathière et al., 2006). In LPJ-GUESS, the emissions are calculated based on a leaf energy balance model (Schurgers et al., 2008) and annual totals vary by less than 10% between years that differ in average temperature of around 1°C during the period 1981–2000, if the CO$_2$ concentration is kept constant (Schurgers, unpublished). Guenther et al. (2006) draw attention to the fact that simulations are less sensitive to air temperature variation if the model uses leaf temperature as the actual driver. This arises from the fact that leaf temperature is influenced by conductance (and hence soil moisture), radiation absorbed by the leaf, and the assumed boundary resistance of the leaf.
3.6 Simulation period and climatology used

Keeping in mind the strong dependence of emissions on temperature it would seem to follow logically that the average climate during the period of simulation should have a sizeable impact on emissions. For a 12-year simulation, Lathière et al. (2006) calculated (at constant CO$_2$) a range in global isoprene emission rates from 435–478 Tg C a$^{-1}$, with a positive correlation between isoprene emissions and globally averaged air temperature. Over a period of 20 years the interannual variation in emission was largely due to climate variability in the study of Naik et al. (2004; coefficient of variation over the simulation period was 2.5% for isoprene, 4.1% for monoterpenes), less so than the variation in productivity in response to atmospheric CO$_2$ levels. Levis et al. (2003) found a variation of 5% of annual global averages in ten years while Guenther et al. (2006) reported variations of −14 to +13% around the standard run for a range of 20th century climatology covering 4 to 80 years. Global annual totals in LPJ-GUESS vary by 25 Tg C a$^{-1}$, less than 10%, between the coolest and the warmest year within the period 1981–2000 (Arneth, unpublished) when calculated with the CRU climatology (Mitchell and Jones, 2005). This variation includes not only the temperature and light effect on emissions, but also their effect on productivity and leaf area index. Clearly, the standard deviation of c. 50 Tg C a$^{-1}$ of published estimates to date could therefore be well accounted for by differences in the climatology used, whether or not the output is for a single year or a several-year period, or whether or not canopy temperature is used to drive simulations.

3.7 Leaf developmental stage

In addition to the sometimes notable short-term variation of emission capacity to weather conditions of the previous days, as observed in mature leaves (Sect. 3.3), does the capacity to emit isoprene in newly developing leaves lag behind the capacity to assimilate CO$_2$ (Kuzma and Fall, 1993). The length of this lag phase depends on the growth temperature and may exceed ten days (Wiberley et al., 2005). For senescing leaves, a decline in emission capacity has been found (Monson et al., 1994; Schaab et al., 2003). Some global models account for this effect, either by assigning younger and older leaves lower emission capacities (Guenther et al., 2006; Lathière et al., 2006), or modelling emission capacity in deciduous trees as a function of growing degree day temperature sums (Arneth et al., 2003). Both approaches lower emissions somewhat compared to models that do not account for this but the overall global scale effect should be small. Including the seasonality of emissions as represented in LPJ-GUESS (Arneth et al., 2007b; Schurgers et al., 2008) reduces the estimates on the global scale by little more than 5% but effects on regional scale emissions are much larger. In the current version of LPJ-GUESS, these seasonally varying estimates are restricted to deciduous PFTs. Clearly, as with many processes affecting emissions, models can only very rudimentarily account for these, a wider range of controlled experiments as well as field observations that cover the entire active season are needed to provide a systematic basis for algorithm development and model evaluation.

3.8 Top-down constraints for emission models

A number of previous studies have shown that clear-sky space-borne formaldehyde (HCHO) columns can be used to quantitatively test current understanding of isoprene emissions on regional to continental spatial scales (e.g., Chance et al., 2000; Palmer et al., 2001; Palmer et al., 2003; Shim et al., 2005; Abbot et al., 2003). Most of these studies have used HCHO column data from GOME or -more recently- from the newer Ozone Monitoring Instrument (OMI) space-borne sensor aboard the NASA Aura satellite (Millet et al., 2006). The underlying idea is that because HCHO is generally a product of VOC oxidation, variations in HCHO column can provide information to map emissions of parent VOCs. The efficacy of this top-down approach relies on:

1. the parent VOC having a sufficiently short lifetime such that variations in HCHO columns can be related to local VOC emissions and

2. the parent VOC having a relatively high yield of HCHO.

In the absence of horizontal transport, HCHO columns can be linearly related to VOC emissions, largely reflecting isoprene, the linear regression coefficients of which can be determined using an atmospheric chemistry model (Palmer et al., 2003). Horizontal transport smears the local relationship between VOC emissions and HCHO columns, the extent of which is determined by wind speed and the time-dependent yield of HCHO from the VOC oxidation (Palmer et al., 2003). Aside from isoprene, other reactive biogenic VOCs, such as monoterpenes, also have short atmospheric lifetimes but they quickly produce acetone with a high yield that has an atmospheric lifetime of weeks and consequently slows down the production of HCHO (Palmer et al., 2006). Long-lived VOCs such as methane and methanol are the largest global sources of HCHO but their atmospheric lifetimes are such that they contribute only to its slowly-varying background levels.

Estimation of isoprene emissions from observed HCHO columns using the linear regression approach relies on prior assumptions associated with the oxidant chemistry relating isoprene and HCHO, subject to considerable uncertainty particularly in environments with low-nitrogen oxide concentrations (Palmer et al., 2006). Regional studies using this approach generally demonstrate that isoprene emission derived from HCHO signals are broadly consistent with current model estimates of the spatial and temporal distributions of isoprene, but there are also some significant differences. For North America, early work showed that the magnitude and distribution of GOME-derived isoprene emissions were more
consistent with in situ measurements than either the (G95 based) GEIA or BEIS2 (http://www.geiacenter.org/; http://www.p2pays.org/ref%5C07/06279.pdf) isoprene inventories (Palmer et al., 2003). Later work showed that the seasonal and year-to-year variability was consistent with MEGAN, but GOME isoprene emissions were higher (lower) at the beginning (end) of the growing season (Abbot et al., 2003; Palmer et al., 2006). GOME-derived isoprene emissions over south and east Asia (49±26 Tg C a−1) were similar to those from MEGAN (46 Tg C a−1), but MEGAN overestimated emissions in the tropics and underestimated emissions in China, with important implications for ozone air quality (Fu et al., 2007). Analysis of GOME HCHO over tropical South America also concluded that MEGAN overestimated tropical isoprene emissions (25%) and was only broadly consistent with the predicted spatial and temporal variations (Barkley et al., 2008) with better agreement in the dry season.

The study by Shim et al. (2005) currently represents the only global estimation of isoprene emissions using HCHO columns, in which they used an inversion approach to fit model estimates for biogenic and pyrogenic emissions to GOME observations of HCHO. This study used global a priori isoprene emissions of 375 Tg Ca−1 and calculated global annual a posteriori isoprene emissions of 566 Tg C a−1, an increase of 50%. The outcome of this work is sensitive to the balance of uncertainties assumed for the prior emissions and the observed HCHO columns. Without a more rigorous estimation of emissions and HCHO column uncertainties, or a sensitivity analysis of assumed uncertainties, it is difficult to determine the robustness of the a posteriori estimate. The inversion estimated emissions over relatively coarse spatial regions, reflecting in part the horizontal resolution of the GOME data (40×320×km2), so that the spatial distribution of a posteriori emissions within these regions is insensitive to the data. Most importantly, recent analysis of HCHO columns over South America has shown that fires are the largest source of HCHO across the region, often overlapping in time and space with biogenic sources (Barkley et al., 2008). It is not possible to separate these two sources without using coincident satellite measurements of nitrogen dioxide (large biomass burning source but small biogenic source) and firecounts which are subject to their own uncertainties. These considerations combined suggest not only that the Shim et al. isoprene estimates may need to be revisited but demonstrate also the difficult challenges facing the modelling community as it tries to reduce uncertainties in various components of the models conditioned on a narrow base of previous emission capacity estimates.

### 4 Illusion or chaos?

The above examples clearly identify how a small variation in either the emission model drivers or the process representation can, without difficulty, introduce a variation in the calculated annual isoprene totals that is equal to or larger than the standard deviation around the mean of estimates to date. In a nutshell, as discussed in section three, the single most important parameterisation is the assignment of PFT emission capacities, since emissions depend linearly on the values chosen (Eqs. 1 and 2). It also becomes clear that variation in model process description and environmental drivers can each affect global totals easily by 10%, often more. However, the information provided in the published literature is not sufficient to quantitatively discuss the uncertainties in isoprene or monoterpenes emission estimates that may be introduced by a certain factor. Variation caused by each of these can move estimates both up or down compared to the unknown “true” global total and a pattern of compensation among model experiments can therefore be expected. We question here, however, why such a compensation should always take place, and why it should be present for isoprene but not for monoterpenes. With no observational constraints on global emissions should one not expect some simulations to diverge rather than converge, resulting in an overall much greater difference to the “truth”? Furthermore, what causes the much larger variation of global monoterpenes emissions, with estimates varying by a factor of four between minimum and maximum even when effects of different algorithms are not included, rather than by a factor of 1.46 as for isoprene? There is no apparent reason why the spread in monoterpenes emission rates should be so much larger compared to isoprene emission rates. Both are based on similar model set experiments and differences in vegetation type, physiological activity or canopy characteristics should have very similar effects for isoprene and monoterpenes emissions; the studies listed in Table 1 also do not differ any more in terms of their assigned emission capacities of monoterpenes than they do for isoprene.

In a recent publication, Le Quéré (2006) identified three chief phases in model development, “the illusion, the chaos and the relief”. Adopting her views, that were developed for carbon cycle and climate modelling, we argue that the modelling of BVOC emissions is in the illusion phase: lack of observations prevent independent model evaluation and the models have the propensity to not depart greatly from previously published estimates (Le Quéré, 2006). Whereas in the case of monoterpenes, simulations appear to have moved readily into the chaos phase where model results diverge freely, reflecting more candidly the lack of observational constraints and of true process understanding. One may speculate how the still rather basic parameterisation of atmospheric models in terms of SOA chemistry, for which monoterpenes are an important source, may support the larger openness towards variation between models since

---

the pressure of confirming previously published estimates is lower.

Inversions of remote sensing information can provide only a top-down modelling constraint on BVOC emissions rather than an observation. Therefore, while global constraints on emissions are absent we encourage the modelling community to explore the chaos phase in the simulations more freely. Without doing so the wrong impression of isoprene modelling entering the phase of “relief” may emerge. The notion that today’s process-understanding and representation of basic concepts in models or their evaluation against observations could be sufficient to support a consensus on emission totals (and their response to global change) is unfounded. This state of affairs is counterproductive: a phase of exploration in models can only be regarded as highly beneficial, for model development but more importantly, for revealing the urgent need of further observations. The “race ahead” of modellers beyond observational evidence (Monson et al., 2007) could therefore be regarded as a fruitful exercise. Critically, however, modellers must resist the temptation to tune their models to perceived “truths” and be ready to explore and publish model sensitivities to a much larger degree, and to explore model-to-model differences more systematically in intercomparisons. This approach would rapidly lead to the realisation that global terrestrial emissions are an unknown rather than an uncertain number.
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