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ADVERTISEMENT
Transient cavities and the excess chemical potentials of hard-spheroid solutes in dipolar hard-sphere solvents

Philip J. Camp
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(Received 20 June 2005; accepted 17 August 2005; published online 17 October 2005)

Monte Carlo computer simulations are used to study transient cavities and the solvation of hard-spheroid solutes in dipolar hard-sphere solvents. The probability distribution of spheroidal cavities in the solvent is shown to be well described by a Gaussian function, and the variations of fit parameters with cavity elongation and solvent properties are analyzed. The excess chemical potentials of hard-spheroid solutes with aspect ratios $x$ in the range of $1/5 \leq x \leq 5$, and with volumes between 1 and 20 times that of a solvent molecule, are presented. It is shown that for a given molecular volume and solvent dipole moment (or temperature) a spherical solute has the lowest excess chemical potential and hence the highest solubility, while a prolate solute with aspect ratio $x$ should be more soluble than an oblate solute with aspect ratio $1/x$. For a given solute molecule, the excess chemical potential increases with increasing temperature; this same trend can be observed in hydrophobic solvation. A scaled-particle theory based on the solvent equation of state and a fitted solute-solvent interfacial tension shows excellent agreement with the simulation results over the whole range of solute elongations and volumes considered. An information-theoretic model based on the solvent density and radial distribution function is less successful, being accurate only for small solute volumes and low solvent densities. © 2005 American Institute of Physics.

DOI: 10.1063/1.2062027

I. INTRODUCTION

The solvation of solutes in simple polar solvents is of importance in almost all areas of chemistry and biochemistry. The way in which solvent molecules are ordered (or not) around solute molecules can confer all manner of interesting and useful phenomena upon the solution, including catalytic activity, preferential solvation in solute mixtures, microphase formation, and self-assembly. Some of the most important—and complex—solvation phenomena occur in aqueous solutions of hydrophobic solutes. Hydrophobic solvation is characterized by negative energy and entropy changes accompanying the insertion of a hydrophobic solute in to an aqueous phase. One contribution to the energy change is from the ever-present attractive dispersion interactions that operate between all species, but the dominant contribution is from specific solvent-solvent interactions facilitated by a reorganization (ordering) of the solvent molecules around each solute molecule; this latter effect also gives rise to the negative entropy change. Solvents with purely repulsive intermolecular forces will seek to pack all accessible voids in the solution and will therefore wet the surface of a solute; the presence of strong solvent-solvent interactions causes a dewetting of that surface.¹ As a result of the changes in energy and entropy, the solubility of a hydrophobic solute in aqueous solution decreases with increasing temperature over quite a wide temperature range, before reaching a minimum. In the absence of attractive solute-solvent interactions, the solubility minimum would occur at a temperature close to that of maximum solvent density, i.e., $T \approx 277$ K; the presence of solute-solvent attractions shifts the solubility minimum to significantly higher temperatures.² The hydrophobic attraction between hydrophobic solutes in aqueous solution is an effective interaction arising from the fact that favorable solvent-solvent interactions are maximized when the solute molecules are in close proximity with one another, as opposed to being completely surrounded by solvent. Sophisticated molecular theories have been proposed specifically for hydrophobic solvation and attraction.³,⁴ For a recent discussion of these concepts, and references to parts of the enormous literature in this area, see Ref. 10.

The probability distribution of transient cavities in the pure solvent can be used to explain the hydrophobic solvation effects¹¹,¹² such as why nonpolar solutes are less soluble in water than they are in nonaqueous solvents.¹³–¹⁵ In the early 1990s, computer simulations were used to characterize the transient cavities in a range of molecular liquids.¹⁶,¹⁷ This was achieved by calculating the probability of finding a spherical solute-sized cavity in the solvent. It was found that although water has a larger free volume—or alternatively, a smaller effective packing fraction—than do nonaqueous solvents, that free volume is distributed among smaller cavities. Moreover, nonaqueous solvents exhibit a greater ability to redistribute free volume in order to accommodate large solute species. Such considerations are of fundamental importance in understanding the hydrophobic interaction and all of its manifestations in biochemistry, nanoscale systems, and materials chemistry.

This very brief discussion highlights the value of understanding the molecular-scale cavity structure in the pure sol-
vents before one proceeds to consider specific solvent-solute systems. In Ref. 12 it was suggested that such investigations could be extended to nonspherical cavities and solutes. Simulation studies of this type have been carried out for various hard-core solute/solvent systems$^{18–23}$ but we are not aware of any systematic comparison between rodlike and disklike solutes. The current work is therefore concerned with transient nonspherical cavities and the solvation of nonspherical solutes in model polar solvents. For simplicity, we consider hard-spheroid solutes (or uniaxial hard ellipsoids) in a solvent made up of dipolar hard spheres (DHSs). The DHS system is the simplest model of a polar liquid, and is of considerable intrinsic interest owing to its complex phase behavior.$^{24–32}$ In particular, the low-temperature properties of a solvent made up of dipolar hard spheres with separation vector $\mathbf{r}$, the pair potential energy is $U(r) = \frac{1}{2} k_B T \ln \frac{1 + \frac{1}{2} \epsilon_0^2}{1 - \frac{1}{2} \epsilon_0^2}$, where $k_B$ is Boltzmann’s constant, and $T$ is the temperature; the reduced temperature $T^* = (1/\mu)^2$.

TABLE I. Mean radius of curvature, surface area, and volume for prolate and oblate spheroids with radial semiaxis $a$, polar semiaxis $c$, and elongation $x = c/a$.

<table>
<thead>
<tr>
<th>Shape</th>
<th>Eccentricity $x$</th>
<th>Mean radius of curvature $R_2$</th>
<th>Surface area $S_2$</th>
<th>Volume $V_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prolate</td>
<td>$x &gt; 1$</td>
<td>$\frac{\pi}{2} a^2 + \frac{1}{2} a c$</td>
<td>$2 \pi a^2$</td>
<td>$\frac{1}{2} \pi a^2 c$</td>
</tr>
<tr>
<td>Oblate</td>
<td>$x &lt; 1$</td>
<td>$\frac{\pi}{2} a^2 + \frac{1}{2} a c$</td>
<td>$2 \pi a^2$</td>
<td>$\frac{1}{2} \pi a^2 c$</td>
</tr>
</tbody>
</table>

Throughout the rest of the paper, the DHSs will be referred to as component “1.”

We will compute the probability of finding a spheroidal cavity in the DHS fluid centered at a randomly selected point in the system, and hence obtain the excess chemical potentials of hard-spheroid solutes. The solute will be referred to as component “2” of the resulting solution. With the spheroid radial semiaxes denoted by $a$, and the polar semiaxis by $c$, the elongation of the spheroid is given by $x = c/a$. The fundamental measures of the spheroid will be required in Sec. II C, and are therefore recorded in Table I for reference.

B. Thermodynamics

Of central interest in this paper is the excess chemical potential $\Delta \mu_2$ of dilute hard-spheroid solutes in DHS solvents where solute-solute interactions can be ignored. $\Delta \mu_2$ can be related to the solubility of the solute in a variety of situations, but to provide a concrete example consider the transfer of a solute molecule from an ideal gas to an initially pure solvent (or an extremely dilute solution) such that the volumes of the gas and the solvent separately remain constant. Thermal equilibrium between the gas and the solution is assumed. The chemical potential of the solute in the ideal gas is equal to

$$\mu_2^{\text{Vap}} = k_B T \ln \rho_2^{\text{Vap}} V,$$

where $\rho_2^{\text{Vap}}$ is the number density of solutes in the gas phase, and $V$ is the de Broglie thermal volume of the solute. The chemical potential of solute molecules in solution (in the absence of solute-solute interactions) is written as

$$\mu_2 = k_B T \ln \rho_2 V + \Delta \mu_2,$$

where $\rho_2$ is the number density of solutes in the solution. At equilibrium the chemical potentials of the solute in both phases are equal, and from the mass-action law the associated partition coefficient can be defined as

$$K = \frac{\rho_2}{\rho_2^{\text{Vap}}} = \exp(-\beta \Delta \mu_2),$$

where $\beta = 1/k_B T$. The temperature dependence of the partition coefficient yields information on the energetic and entropic contributions to $\beta \Delta \mu_2$. For transfer under conditions of constant volume the relevant expressions are

$$\mu_2 = k_B T \ln \rho_2 V + \Delta \mu_2,$$

where $\rho_2$ is the number density of solutes in the solution. At equilibrium the chemical potentials of the solute in both phases are equal, and from the mass-action law the associated partition coefficient can be defined as

$$K = \frac{\rho_2}{\rho_2^{\text{Vap}}} = \exp(-\beta \Delta \mu_2),$$

where $\beta = 1/k_B T$. The temperature dependence of the partition coefficient yields information on the energetic and entropic contributions to $\beta \Delta \mu_2$. For transfer under conditions of constant volume the relevant expressions are
\[ \Delta u_2 = k_B T \frac{\partial \ln K}{\partial T} \]

for the energy, and

\[ \Delta s_2 = k_B \frac{\partial(T \ln K)}{\partial T} \]

for the entropy, where all differentiations are carried out with gas volume, solvent volume, and number of solvent molecules held constant. Widom and co-workers have provided the full details of analogous expressions for transfer under conditions of constant pressure, and the physical situations to which Eqs. (5) and (6) are applicable.\(^{10,34}\)

### C. Scaled-particle theory

We note that there are several theories of hard solute/solvent systems that rely on representing nonspherical components by spherical particles with effective radii;\(^{18-23}\) the resulting effective hard-sphere mixture is then described by accurate semiempirical formulas, such as the Boublik-Monsoori-Carnahan-Starling-Leland equation of state.\(^{35,36}\) In this work, we will show that the variations of \(\Delta \mu_2\) with solute size and shape can be described most intuitively within a simple version of SPT.\(^{33}\) The excess chemical potential of a hard spheroid with radial semiaxis \(a\) and polar semiaxis \(c\) is equal to the reversible work required to insert a point particle into the solvent, and then to grow the point particle to full size. Consider, then, a scaled spheroid with radial and polar semiaxes equal to \(\lambda a\) and \(\lambda c\), respectively, with \(\lambda = 0\) corresponding to the point particle, and \(\lambda = 1\) to the full-sized particle. For hard-particle solutes and solvents, the Widom formula relates the excess chemical potential for the solute at reciprocal temperature \(\beta = 1/k_B T\) to the probability \(P\) of inserting a solute at random in to the solution without incurring any overlaps,\(^{37}\)

\[ \beta \Delta \mu_2 = -\ln P. \]

In the spirit of SPT, we will interpolate between results that are correct in the limits \(\lambda = 0\) and \(\lambda = \infty\) to obtain a result for \(\lambda = 1\). When \(\lambda\) is small, the chemical potential of the scaled spheroid is related to the free volume in the solvent, i.e.,

\[ \beta \Delta \mu_2 = -\ln \left[ \frac{V - NV_{ex}(\lambda)}{V} \right]. \]

where \(V_{ex}(\lambda)\) is the excluded volume of the scaled spheroid and a single solvent molecule. Obviously, this is only correct when the solute is sufficiently small that it can only be in the vicinity of one solvent molecule at any given time. The sphere-scaled spheroid excluded volume is given by the following expression of Kihara:\(^{38}\)

\[ V_{ex}(\lambda) = V_1 + \lambda S_1 R_2 + \lambda^2 R_1 S_2 + \lambda^3 V_2. \]

The fundamental measures for spheroids are given in Table 1; for DHSs the measures are \(R_1 = \sigma/2\), \(S_1 = \pi \sigma^2\), and \(V_1 = \pi \sigma^3/6\). In the other extreme, \(\lambda \to \infty\), the reversible work for inserting the solute particle is dominated by the work done against the pressure \(p\) of the solvent, and the (normally positive) contribution to the free energy arising from the interface between the solute molecule and the solvent. In this case the excess chemical potential is

\[ \beta \Delta \mu_2 = \frac{\lambda^2 \gamma S_2}{k_B T} + \frac{\lambda^3 \rho V_2}{k_B T}, \]

where \(\gamma\) is the solute-solvent interfacial tension. We now approximate the excess chemical potential of a full-sized solute molecule with a cubic function of \(\lambda\); the terms up to order \(\lambda\) are obtained by Taylor expansion of the combination of (8) and (9); and the terms in \(\lambda^2\) and \(\lambda^3\) are taken from (10). Finally, we set \(\lambda = 1\) (corresponding to the full-sized solute molecule) which yields

\[ \beta \Delta \mu_2 = -\ln(1 - \eta) + \frac{6 \eta}{1 - \eta} \left( \frac{R_2}{\sigma} \right) + \frac{\gamma S_2}{k_B T} + \frac{\rho V_2}{k_B T}, \]

where \(\eta = \rho V_1\) is the packing fraction of the solvent. The first term in (11) arises from the fact that the probability of inserting a point particle in to the solvent without overlap is equal to \((1 - \eta)\). (The surface term proportional to \(S_2\) can also contain an additional curvature contribution\(^{39}\) but it will be explained below that this is unnecessary in the current application.) The pressure and solute-solvent interfacial tension will be determined from computer simulations which we describe in Sec. III B.

### D. Information theory

As detailed in Refs. 4–7 information theory can be employed to estimate the probability \(P_n\) that there are exactly \(n\) solvent centers within a given volume of arbitrary size and shape. In the present case, this volume is given by the excluded volume \(V_{ex}\) of a spheroidal solute particle and a spherical solvent particle (9). In the “two-moment” theory \(P_n = \exp(c_0 + c_1 + c_2 n^2)\) with the coefficients chosen so that the probability distribution is normalized and yields the moments

\[ \sum_{n=0}^{\infty} n P_n = \rho V_{ex}, \]

\[ \sum_{n=0}^{\infty} n(n-1) P_n = \rho^2 \int_{V_{ex}} dr_1 \int_{V_{ex}} dr_2 g(|r_1 - r_2|), \]

where \(g(r)\) is the solvent radial distribution function. The probability of successfully inserting a hard-spheroid solute without incurring overlaps is equivalent to the probability of there being no solvent centers within the spheroid’s excluded volume, and hence \(\beta \Delta \mu_2 = -\ln P_0 = -c_0\). This two-moment theory has been applied successfully to a range of problems involving small solutes.\(^{2,40}\) To be successful for large solutes, however, the theory demands higher moments as input,\(^{5}\) which in turn requires computing higher-order correlation functions. This extension is not attempted here.

### E. Computer simulations

Canonical \((NVT)\) MC simulations of \(N=500\) DHSs were carried out in a cubic simulation cell with periodic boundary conditions applied.\(^{41}\) The long-range dipolar interaction was...
handled using the Ewald summation with conducting boundary conditions. One MC cycle consisted of one trial translation and one trial rotation per molecule, on average. Run lengths after equilibration consisted of $O(10^5)$ MC cycles. The respective maximum displacements for translational and rotational moves were adjusted to give acceptance rates of 20%.

To characterize the cavity structure in the DHS fluid, a test particle was inserted into the simulation cell with randomly selected position and orientation. For a given elongation, the maximum possible spheroid radial semiaxis $a_m$ that would not result in any particle overlaps was determined. This procedure was repeated 500 times every 20 MC cycles, and a histogram of $a_m$ was accumulated to yield a cavity function $Q(a_m)$, the integral of which is

$$\int_0^\infty Q(a_m)da_m = 1 - \eta. \quad (14)$$

The excess chemical potentials $\beta \Delta \mu_c(a) = -\ln P(a)$ were determined using the fact that for a given test-particle insertion, all spheroids with the same elongation and $a \leq a_m$ would be accommodated in the solvent without overlap. $P(a)$ and $Q(a_m)$ are related because the probability of successfully inserting a test particle with radial semiaxis $a$ is equal to the likelihood of there being a cavity that can accommodate a particle with radial semiaxis of at least that size, i.e.,

$$P(a) = \int_a^\infty Q(a_m)da_m = 1 - \eta - \int_0^a Q(a_m)da_m. \quad (15)$$

III. RESULTS

The DHS fluid was studied with reduced dipole moments $\mu^* = 0$ (hard spheres), $\mu^* = 1$, and $\mu^* = 2$, corresponding to the reduced temperatures of $T^* = \infty$, $T^* = 1$, and $T^* = 0.25$, respectively. The number densities considered were $\rho^* = 0.2$, $\rho^* = 0.5$, and $\rho^* = 0.8$. (For water under ambient conditions, $\mu^* = 2$ and $\rho^* \sim 0.9$; rough estimates of the parameters for liquid ammonia are $\mu^* \sim 1$ and $\rho^* \sim 0.8$.) Hard-spheroid solute particles were considered with elongations in the range of $1/5 \leq x \leq 5$, and with a range of molecular volumes up to $20V_1$, depending on the density; at higher densities the probability of inserting a large solute particle in to the solvent without overlap becomes too small to enable an accurate evaluation of (7).

A. Cavity distributions and molecular structure

In Fig. 1 we show the cavity distributions $Q(a_m)$ for spheroidal cavities in a DHS solvent with $\rho^* = 0.2$ and $\mu^* = 2$. Results are presented for spheroids with elongations of $x = 1/5$ (oblate), $x = 1$ (spherical), and $x = 5$ (prolate). The distributions are well described by the Gaussian function,

$$Q(a_m) \approx \exp \left[ -\frac{1}{2} \left( \frac{a_m - a_0}{s_a} \right)^2 \right], \quad (16)$$

where $a_0$ is the most probable radial semiaxis, and $s_a$ is the corresponding width parameter. Distributions of the maximum polar semiaxis are defined analogously. The Gaussian function produced excellent fits at all of the DHS state points and cavity elongations studied; results for $\rho^* = 0.2$ and $\mu^* = 2$ are included in Fig. 1. In Figs. 2–4 we show the fitting parameters for DHS solvents at densities of $\rho^* = 0.2$, $\rho^* = 0.5$, and $\rho^* = 0.8$, respectively, as functions of the spheroid elongation. These figures also include the corresponding parameters for the polar semiaxis $c$.

The results for $\rho^* = 0.2$ (Fig. 2) show that with all dipole moments, the most probable radial (polar) semiaxis decreases (increases) with increasing elongation. In addition, the most probable polar semiaxis for prolate cavities with elongation $x > 1$ is greater than the most probable radial semiaxis for oblate cavities with elongation $1/x < 1$; this is just due to the fact that the polar semiaxis of a long, thin spheroid is longer than the radial semiaxis of a short, fat spheroid with the same volume. For a given cavity elongation, $a_0$ and $c_0$ are almost independent of the solvent polarity (except at the highest elongations considered where small

![FIG. 1. Linear-log plot of the cavity distribution functions $Q(a_m)$ for spheroidal cavities of radial semiaxis $a$ and elongation $x$ in a DHS solvent with $\rho^* = 0.2$ and $\mu^* = 2$: $x = 1/5$ (circles), $x = 1$ (squares), and $x = 5$ (diamonds). The solid lines are fits to the Gaussian distribution.](image)

![FIG. 2. Statistics for the radial semiaxis (open symbols) and polar semiaxis (filled symbols) of spheroidal cavities in DHS solvents at density $\rho^* = 0.2$ and dipole moments $\mu^* = 0$ (circles), $\mu^* = 1$ (squares), and $\mu^* = 2$ (diamonds): (left) most probable values, $a_0$ and $c_0$; and (right) width parameters, $s_a$ and $s_c$. The error bars are smaller than the symbols.](image)
deviations are apparent). The width parameters in the Gaussian functions vary in a similar way to the corresponding most probable values, although they appear to be more sensitive to the solvent dipole moment. Results for \( \mu^* = 0 \) and \( \mu^* = 1 \) are almost identical, but those for \( \mu^* = 2 \) are significantly larger for both semiaxes and all elongations. At low dipole moments (or high temperatures) the distribution of cavity sizes is narrower since there is only one characteristic length scale in the solvent. At high dipole moments there is a strong association of the solvent particles which gives rise to two structural length scales: the average distance between nearest-neighbor solvent particles, and the characteristic length scale of the cluster network. This gives rise to a broad range of cavity sizes, from small cavities located in the vicinity of clustered solvent particles to large voids formed by the free space in between clusters. Hence, a broader distribution of cavity sizes is found at higher dipole moments. The width parameter is clearly a sensitive probe of the solvent structure, but we also note that it correlates with the isothermal compressibility, \( \chi_T = -V^{-1} (\partial V/\partial \rho)_T \propto (V^2) - (\langle V \rangle)^2 \), which must reflect to some degree the extent of fluctuations in microscopic cavity volumes. At constant volume, \( \chi_T \) of the DHS fluid decreases with increasing temperature; Fig. 2 shows that the width parameters for a given solute elongation also decrease with increasing temperature.

Results for \( \rho^* = 0.5 \) (Fig. 3) and \( \rho^* = 0.8 \) (Fig. 4) show similar trends, except that the most probable dimensions show local maxima in the range of elongations considered. For a given solvent dipole moment, these maximal values of \( a_0 \) and \( c_0 \) occur for less anisotropic shapes as the density is increased, which suggests that there are fewer long “holes” in the fluid structure at high densities. The most probable cavity dimensions and associated width parameters decrease with increasing density. This is because as the density is increased, the free volume in the vicinity of the clustered solvent molecules represents a greater proportion of the total free volume; since small cavities are located in the region of the solvent molecules, and large cavities are located in between clusters, the most probable cavity dimensions and associated width parameters will be reduced. Additionally, we note that \( \chi_T \) should decrease with increasing density and hence the observed trends in the width parameters are consistent with their being a correlation. \( a_0 \) and \( c_0 \) decrease with increasing solvent dipole moment, whereas \( s_a \) and \( s_c \) increase, once again due to the promotion of solvent-particle association. The development of a heterogeneous fluid structure gives rise to a greater spread of cavity sizes, whereas the shifts in \( a_0 \) and \( c_0 \) must be due to the decreasing nearest-neighbor separation between solvent particles.

The influences of solvent dipole moment on the width parameters are seen to decrease in magnitude with increasing density. This is due to the fact that at low densities strongly interacting DHSs associate to form networks that possess heterogeneous cavity structures, whereas at high densities the fluid structure is not qualitatively different from that of pure hard spheres. This statement is backed up by Fig. 5, which shows the static structure factor \( S(q) \) in DHS solvents at each density and dipole moment. There are many alternative choices of structural probe, but \( S(q) \) does have the merit of observing certain characteristic scaling laws in the presence of strong particle association. \( S(q) \) was calculated in the simulations directly using the relation

\[
S(q) = \frac{1}{N} \left( \left( \sum_{i=1}^{N} \cos(q \cdot r_i) \right)^2 + \left( \sum_{i=1}^{N} \sin(q \cdot r_i) \right)^2 \right),
\]

where \( q \) is a reciprocal lattice vector of the simulation cell, and contributions with equal \( q = |q| \) were averaged. At a density of \( \rho^* = 0.2 \), the structure of the system with \( \mu^* = 2 \) is clearly different from the structures of those systems with \( \mu^* = 1 \) and \( \mu^* = 0 \). In particular, the strongly polar system exhibits power-law behavior at low \( q \); as discussed fully in Ref. 28, chainlike correlations give rise to the scaling \( S(q) \sim q^{-\alpha} \). At the higher densities, the structural features and thermodynamic properties of the fluid are far less sensitive to the
dipole moment, reflecting the dominance of the hard-sphere repulsions.

B. Parametrizing the SPT

To test the SPT expression in (11) we need to determine the values of the solute-solvent interfacial tension and the solvent equation of state. The latter was obtained from simulations using the virial equation,

\[
\frac{P}{\rho k_B T} = 1 + \frac{2}{3} \rho \sigma^3 g(\sigma) + \frac{U}{N k_B T},
\]

where \(g(\sigma)\) is the radial distribution function at contact, and \(U\) is the dipolar configurational energy. The second term in (18) represents the hard-core contribution to the equation of state; \(g(\sigma)\) was estimated by extrapolating \(g(r)\) to contact using a [2,2] Padé approximant. The results are included in Table II.

The interfacial tension was obtained by fitting (11) to the simulation results for spherical solutes only, with the intention of then applying the parametrized equation to nonspherical solutes. As examples of the procedure, in Fig. 6 we show the excess chemical potentials of hard-sphere solutes as functions of the radius \(a\) in DHS systems with \(\mu^* = 2\). It is emphasized that the only fitting parameter in (11) is the reduced interfacial tension \(\gamma \sigma^2 / k_B T\). The fits included in Fig. 6 are seen to be quite good; the resulting fit parameters are reported in Table II. In earlier works\(^{16,17}\) it has sometimes proven necessary to modify the interfacial term with a curvature correction, i.e., the third term on the right-hand side of (11) is replaced by a contribution like, \(^{39}\)

\[
\gamma \sigma^2 / k_B T = \gamma(\sigma) - \frac{1}{3} \rho \sigma^3 g(\sigma),
\]

where \(\gamma(\sigma)\) is the dipole-dipole interaction term. The latter was obtained by fitting (11) to the simulation results for spherical solutes only, with the intention of then applying the parametrized equation to nonspherical solutes. As examples of the procedure, in Fig. 6 we show the excess chemical potentials of hard-sphere solutes as functions of the radius \(a\) in DHS systems with \(\mu^* = 2\). It is emphasized that the only fitting parameter in (11) is the reduced interfacial tension \(\gamma \sigma^2 / k_B T\). The fits included in Fig. 6 are seen to be quite good; the resulting fit parameters are reported in Table II. In earlier works\(^{16,17}\) it has sometimes proven necessary to modify the interfacial term with a curvature correction, i.e., the third term on the right-hand side of (11) is replaced by a contribution like, \(^{39}\)

\[
\gamma \sigma^2 / k_B T = \gamma(\sigma) - \frac{1}{3} \rho \sigma^3 g(\sigma),
\]

where \(\gamma(\sigma)\) is the dipole-dipole interaction term. The latter was obtained by fitting (11) to the simulation results for spherical solutes only, with the intention of then applying the parametrized equation to nonspherical solutes. As examples of the procedure, in Fig. 6 we show the excess chemical potentials of hard-sphere solutes as functions of the radius \(a\) in DHS systems with \(\mu^* = 2\). It is emphasized that the only fitting parameter in (11) is the reduced interfacial tension \(\gamma \sigma^2 / k_B T\). The fits included in Fig. 6 are seen to be quite good; the resulting fit parameters are reported in Table II. In earlier works\(^{16,17}\) it has sometimes proven necessary to modify the interfacial term with a curvature correction, i.e., the third term on the right-hand side of (11) is replaced by a contribution like, \(^{39}\)

\[
\gamma \sigma^2 / k_B T = \gamma(\sigma) - \frac{1}{3} \rho \sigma^3 g(\sigma),
\]

where \(\gamma(\sigma)\) is the dipole-dipole interaction term. The latter was obtained by fitting (11) to the simulation results for spherical solutes only, with the intention of then applying the parametrized equation to nonspherical solutes. As examples of the procedure, in Fig. 6 we show the excess chemical potentials of hard-sphere solutes as functions of the radius \(a\) in DHS systems with \(\mu^* = 2\). It is emphasized that the only fitting parameter in (11) is the reduced interfacial tension \(\gamma \sigma^2 / k_B T\). The fits included in Fig. 6 are seen to be quite good; the resulting fit parameters are reported in Table II. In earlier works\(^{16,17}\) it has sometimes proven necessary to modify the interfacial term with a curvature correction, i.e., the third term on the right-hand side of (11) is replaced by a contribution like, \(^{39}\)

\[
\gamma \sigma^2 / k_B T = \gamma(\sigma) - \frac{1}{3} \rho \sigma^3 g(\sigma),
\]

where \(\gamma(\sigma)\) is the dipole-dipole interaction term. The latter was obtained by fitting (11) to the simulation results for spherical solutes only, with the intention of then applying the parametrized equation to nonspherical solutes. As examples of the procedure, in Fig. 6 we show the excess chemical potentials of hard-sphere solutes as functions of the radius \(a\) in DHS systems with \(\mu^* = 2\). It is emphasized that the only fitting parameter in (11) is the reduced interfacial tension \(\gamma \sigma^2 / k_B T\). The fits included in Fig. 6 are seen to be quite good; the resulting fit parameters are reported in Table II. In earlier works\(^{16,17}\) it has sometimes proven necessary to modify the interfacial term with a curvature correction, i.e., the third term on the right-hand side of (11) is replaced by a contribution like, \(^{39}\)
there is an approximate correspondence between the excess chemical potentials for spherical solutes. To emphasize the effects of molecular shape we compare the results for hard-spheroid solutes with the same volume and hence from Fig. 7 we present the simulation results for DHS solvents at \( \rho^* = 0.2 \), and solutes with molecular volumes in the range of \( V_1 \leq V_2 \leq 20V_4 \). For a given molecular volume the spherical solute has the lowest value of \( \beta \Delta \mu_2 \), and hence from (4) the highest solubility. This reflects the well-known fact that the ratio of surface area to volume is smallest for spherical molecules, and hence the unfavorable interfacial tension term in (11) is minimized with this geometry. \( \beta \Delta \mu_2 \) increases sharply as the solute geometry deviates from the sphere, and there is an approximate correspondence between the excess chemical potentials of oblate solutes with elongation \( 1/x < 1 \) and prolate solutes with elongation \( x > 1 \), although at more extreme solute volumes the values for prolate solutes are clearly lower than those for the corresponding oblate solutes. These trends are well described by the SPT and IT predictions, although the SPT is quantitatively superior because the chemical potential for spherical solutes is fixed in the fitting procedure described in Sec. III B. Within the context of SPT, the variations in \( \beta \Delta \mu_2 \) are mainly due to a combination of differences in the mean radius of curvature \( R_2 \) and the surface area \( S_2 \). This is illustrated in Fig. 8 which shows \( R_2 \) and \( S_2 \) as compared to the same measures of spherical particles with the same volume. \( S_2/R_2 \) increases with increasing particle volume, and so eventually the variation of \( \beta \Delta \mu_2 \) with \( x \) will mirror that of \( S_2 \) shown in Fig. 8.

At higher densities very similar trends are observed in the results from the simulations and the SPT and IT approaches. Results for \( \rho^* = 0.5 \) and \( \rho^* = 0.8 \) are shown in Figs. 9 and 10, respectively. At \( \rho^* = 0.5 \) the simulation and theoretical results clearly show that a prolate solute has a lower excess chemical potential than an oblate solute with reciprocal elongation and the same molecular volume. This trend is not obvious in the simulation results at \( \rho^* = 0.8 \) because we were only able to carry out calculations for \( V_2 = V_1 \) (although the SPT and IT predictions for larger solute volumes should of course show this effect). The SPT is seen to be more accurate than the IT.
Other trends apparent in Figs. 7, 9, and 10 include the increase in $\beta \Delta \mu_2$ with molecular volume and, more significantly, the decrease in $\beta \Delta \mu_2$ with increasing $\mu'$ or decreasing $T'$. Hence, the model system correctly shows that the solubilities of nonpolar solutes in polar solvents (or at least those that can be described faithfully with a DHS model) will decrease with increasing temperature. This variation implies that $\partial \ln K/\partial T<0$, and hence that the energy change $\Delta E_2<0$ (5). Since $\partial (T' \ln K)/\partial T'<0$, it is also clear that the entropy change $\Delta S_2<0$ (6). The magnitudes of the variations in $\beta \Delta \mu_2$ with temperature—and hence $[\Delta U_2]$ and $[\Delta S_2]$—increase with increasing solute molecular volume. These results share some similarities with those for hydrophobic solvation, in which the presence of a solute molecule in the solvent causes some sort of ordering of nearby solvent molecules with an associated decrease of the solvent-solute interaction energy. It should be emphasized that in the present case, there are no solute-solvent interactions beyond the hard-core repulsion, and so an energy change upon inserting a solute molecule into the DHS solvent would arise exclusively from solvent-solute interactions. In contrast to real hydrophobic solvation, however, there is no temperature minimum in the solubility. Primarily this is due to the fact that the results presented here are appropriate to conditions of constant volume, not constant pressure. Hence, important effects arising from the temperature variations of solvent density are suppressed.\(^\text{2,6,40}\)

**IV. CONCLUSIONS**

We have investigated the effects of molecular shape on the solvation of hard-core solutes in model polar solvents. The solutes are hard spheroids with a range of elongations and molecular volumes, while the solvent consists of a fluid of dipolar hard spheres. Although these are very crude representations, the properties of the model systems should bear some qualitative resemblance to those for real nonpolar solutes in “simple” polar solvents.

Using computer simulations we have calculated the distributions of transient spheroidal cavities with specific elongations in the pure model solvents. For a given solvent molecular dipole moment, the most probable cavity dimensions decrease with increasing solvent density reflecting the reduction in free volume. More interestingly, for oblate spheroidal cavities the shape corresponding to the maximum average radial semiaxis becomes less anisotropic with increasing solvent density; the same is true for prolate spheroidal cavities with respect to the maximum average polar semiaxis. This suggests that at high solvent densities, the probability of developing a nonspherical cavity is reduced due to tight packing of the solvent molecules. For a given solvent density and cavity elongation, the average cavity size decreases with increasing solvent dipole moment (or decreasing temperature) due to the association of solvent particles and hence a reduction in the nearest-neighbor separation.

The excess chemical potentials of hard-spheroid solutes of various molecular volumes have been calculated; these are related to the cavity distributions since there is no solute-solvent interaction beyond the hard-core repulsion. For given solute molecular volume, solvent density, and temperature, the excess chemical potential is minimized for spherical solutes, while this function is less for a prolate solute with elongation $x$ than it is for an oblate solute with elongation $1/x$. These observations are easily explained with reference to a simplified scaled-particle theory written in terms of the equation of state of the pure solvent, the solute-solvent interfacial tension, and the fundamental measures of the solute molecule, i.e., the mean radius of curvature, the surface area, and the molecular volume. Firstly, the unfavorable interfacial tension contribution is minimized for spherical solutes. Secondly, the violation of $x=1/1/x$ symmetry for a given molecular volume is due to the differences in the mean radius of curvature and surface areas between the two shapes. Since the solubility of a spheroidal particle is simply related to the excess chemical potential, we can predict that for a given molecular volume, rodlike particles should be more soluble than platelike particles, and spherical particles should be the most soluble. To illustrate the magnitude of this effect, consider a DHS solvent with $\rho'=0.8$ and $\mu'=1$, which roughly corresponds to a typical polar molecular liquid. For prolate and oblate solutes with moderate elongations of 3 and 1/3, respectively, and with molecular volumes equal to that of a single solvent molecule, Eqs. (4) and (11) with the values given in Table II predict that the solubility of the prolate solute will be about 17% higher than that of the oblate solute. Doubling the solute volume would result in the prolate molecule being approximately 35% more soluble than the oblate one.

For a given solute elongation and solvent density, the excess chemical potentials of the solutes increase with increasing molecular volume, and decrease with increasing solvent polarity (or decreasing temperature). The former trend is obvious, while the latter trend is due to the formation of large cavities caused by strong solvent-particle association. The decrease in solubility with increasing temperature is similar to that observed in the solvation of hydrophobic solutes in water, and reflects the fact that the entropy of solv-
tion is negative, i.e., the presence of the solute molecule would lead to an ordering of the solvent. As a result of this enhanced ordering, the energy change is also negative. In the present calculations, the negative energy change is entirely due to solvent-solvent interactions.

The trends observed in the simulation results are captured by the scaled-particle theory and a two-moment information-theoretic model, although the former is quantitatively more reliable. Nonetheless, it would be interesting to examine why the two-moment theory fails by measuring the distribution function $P_\mu$ referred to in Sec. II D, and checking on the significance of higher moments. Future simulation and theoretical work could focus on the effects of solvent geometry as well as the solute geometry. The scaled-particle theory would seem to suggest that the situation would not change qualitatively with solvent shape, because the key molecular variables are just average measures of molecular geometry (mean radius of curvature, surface area, and volume). This should be checked against the simulation results and the information-theoretic approach beyond the two-moment level; more subtle molecular mechanisms may be uncovered by proper consideration of intermolecular correlations.

The results presented here should be qualitatively correct for nonpolar solutes in “simple” polar solvents. Unfortunately, a rigorous test of the simulation and theoretical results against the experimental data is not yet feasible. Of course, plenty of detailed information is available on the solvation free energies of molecular species, and even their variations with conformation, but the key results presented here concern hard-spheroidal solutes of equal volume and reciprocal aspect ratios. It would therefore be interesting to examine experimentally the solubilities of, for example, nanoscopic colloidal particles with well-controlled geometries and particle volumes that are large compared to the solvent so that the prolate-oblale asymmetry is enhanced.

Note added in proof. After this work was accepted for publication, Professor Shekhar Garde (Troy, New York) kindly brought to our attention two significant papers exploring, amongst other things, the Gaussian distribution of cavity sizes (Ref. 45) and the correlation between compressibility and the width of the cavity-size distribution (Ref. 46).

43. Note that in the particular case of the DHS solvent there is some uncertainty as to the location and nature of any vapor-liquid phase transitions and so $y$ cannot be approximated by a known surface tension. In any case, current estimates (Ref. 27) of the “critical temperature” correspond to reduced dipole moments of $\mu_r \approx 2.5$ and so the solvents used here can be considered supercritical.