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Estimation of interdomain flexibility of N-terminus of factor H using residual dipolar couplings

Mateusz Maciejewski†‡,§, Nico Tjandra‡,*, and Paul N. Barlow§,*
‡Laboratory of Molecular Biophysics, National Heart, Lung, and Blood Institute, National Institutes of Health, 50 Center Drive, Bethesda, MD 20892
§School of Chemistry, Joseph Black Building, West Mains Road, Edinburgh, Scotland EH9 3JJ

Abstract

Characterization of segmental flexibility is needed to understand the biological mechanisms of the very large category of functionally diverse proteins, exemplified by the regulators of complement activation, that consist of numerous compact modules or domains linked by short, potentially flexible, sequences of amino acid residues. The use of NMR-derived residual dipolar couplings (RDCs), in magnetically aligned media, to evaluate interdomain motion is established but only for two-domain proteins. We focused on the three N-terminal domains (called CCPs or SCRs) of the important complement regulator, human factor H (i.e. FH1-3). These domains cooperate to facilitate cleavage of the key complement activation-specific protein fragment, C3b, forming iC3b that no longer participates in the complement cascade. We refined a three-dimensional solution structure of recombinant FH1-3 based on nuclear Overhauser effects and RDCs. We then employed a rudimentary series of RDC datasets, collected in media containing magnetically aligned bicelles (disk-like particles formed from phospholipids) under three different conditions, to estimate interdomain motions. This circumvents a requirement of previous approaches for technically difficult collection of five independent RDC datasets. More than 80% of conformers of this predominantly extended three-domain molecule exhibit flexions of < 40°. Such segmental flexibility (together with the local dynamics of the hypervariable loop within domain 3), could facilitate recognition of C3b via initial anchoring and eventual reorganization of modules to the conformation captured in the previously solved crystal structure of a C3b:FH1-4 complex.

Innate immunity (1) is important for defense against invading pathogens (2). Its molecular componentry includes many examples of “multi-domain proteins”. The structural and dynamics properties of such proteins are, in general, poorly understood despite their high abundance and functional diversity (3–5). In particular, better quantification of interdomain motions within multi-domain proteins would shed valuable light on modes of molecular recognition.
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Supporting Information Available: Figure S1 portrays the violations by the FH1-3 structure of the NOEs originating from the FH1-2 and FH2-3 restraint lists that had been discarded (prior to structure calculation) due to the fact they originated from residues close to the C-terminus of FH1-2 (potentially proximal to where CCP 3 is attached) or from the N-terminus of FH 2–3 (potentially proximal to where CCP 1 is attached). Figure S2 illustrates the largest amide (%H and 15N) chemical shift differences between FH1-3 and FH1-2 and FH2-3. Table S1 summarizes the assignment of the FH1-3 15N-HSQC spectrum. Table S2 lists recorded RDC sets. Table S3 shows the ranges of interdomain tilt angles in ensembles of various sizes, and corresponding Q-factors. This material is available free of charge via the Internet at http://pubs.acs.org.
The ~30 plasma proteins of mammalian complement are key to innate immunity and to homeostasis (6, 7). Many of them contain multiple domains. Remarkably, the complement system is not only self-activating (via its “alternative pathway”) (8) but also self-regulating. While complement proceeds aggressively on foreign targets (9), a subset of complement proteins serves to ensure that host cells and surfaces are protected from complement-mediated attack. Members of this “regulators of complement activation” (RCAs) (10) family consist almost entirely of between four and 30 complement-control protein modules (CCPs), also known as SCRs or sushi domains (11, 12). Varying numbers of CCPs are also present in many other diverse extracellular proteins (13).

Each CCP has ~60 residues and two intra-module disulfide bridges (14). Their C- and N-termini lie at opposite poles of prolate ellipsoid-like tertiary structures, and CCPs are connected, beads-on-a-string fashion, via mostly small intermodular interfaces (15). Greatest variation occurs in a region termed the hypervariable loop on the side of each module (16). The flexibility of CCP-containing proteins remains uncharacterized despite being addressed by electron microscopy (17, 18), differential scanning calorimetry (19, 20), NMR (16, 21), and other biophysical techniques (22–26). A consensus but untested hypothesis is that flexibility varies along the length of the protein in a functionally critical manner.

The key ligand for CCP-containing complement regulators is C3b, an activated C3 cleavage product. A trickle of C3b molecules is continuously and ubiquitously generated as an outcome of the alternative pathway of complement activation (27). C3b self-promulgates, and the job of selectively preventing C3b from accumulating on host-cell surfaces is performed chiefly by the RCAs. Factor H (FH) (155 kDa) (28), consisting of 20 CCPs, is a prominent soluble RCA. In a co-crystal structure, all four CCPs within an FH N-terminal fragment (FH1-4) contact C3b (29). The shorter fragment FH1-3 retains at least some ability to bind C3b and act as a co-factor for factor I-catalysed cleavage of C3b to inactive iC3b (30, 31). Modest but significant changes occur in intermodule orientation between NMR-derived FH1-2 or FH2-3 structures, and FH1-4 complexed with C3b (RMSD values = 1.2 Å or 1.5 Å, respectively, for non-proton backbone atoms). These changes could impose an entropic penalty on binding affinity that does indeed appear weak (\(K_D = 10 \mu M\)) (32) considering the extensive buried surface area in the FH1-4:C3b complex. We have focused on these three N-terminal modules of FH as a test case for the application of NMR to the analysis of flexibility in a protein with multiple domains.

Our approach uses NMR to measure the residual dipolar couplings (RDCs) between nuclei that may be detectable when macromolecules are co-dissolved with particles that cooperatively align in magnetic fields (33). RDCs contain information on the orientation of the interaction vectors (i.e. between the coupled nuclei) relative to a common reference alignment frame and hence, indirectly, to each other. Furthermore, implicit in the RDC expressions are dynamic parameters. These are typically absorbed into an overall ensemble scaling but can be deconvoluted. Importantly, these parameters describe motions on a ps-to-ms time-scale, thereby pertaining to the interdomain motions (typically, in the ns time regime (34)) that likely occur within FH upon engagement with its targets.

Estimates of fast local motion of the peptide planes may be obtained from RDCs using numerous approaches, some of which are in direct analogy to those used to parameterize NMR relaxation data (35–38). As implemented, however, these methods report on motions local to each bond vector (or rigid fragment), not the global motions of domains that are required for proteins such as FH to perform their biological roles. Moreover, these methods require at least five fully orthogonal high-quality sets of RDCs, which may be technically challenging to obtain due to the potential for incompatibility between one or more of the available alignment media and the protein of interest.
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Here we illustrate a simplified approach to study global motional properties driven by availability of only a limited set of measured RDCs. We first solved the solution structure of FH1-3 using NOE-derived distance information, and RDC measurements recorded in easily prepared media under three different solvent conditions. Then we addressed interdomain flexibility by considering another structural calculation in which ensembles of multiple structures that approximate to the extremes of motion were determined. While there are several accounts of using NMR-based ensemble approaches to infer ranges of interdomain motions in two-domain systems, most notably by Bertini et al. (39–41), the current extension to a three-domain system has afforded insights into the rearrangements of the functionally critical triple domain at the N-terminus of FH that accompany interaction with C3b.

Materials and Methods

Expression and purification of FH1-3

Pichia pastoris strain KM71H transformed with pPICZαB (Invitrogen) ligated with DNA encoding FH1-3 was used for the expression as described previously (31). 15N labeled FH1-3 was prepared in a 0.6-L volume in a 2-L fermentor. The cells were spun down and the supernatant was mixed with ethylenediaminetetraacetic acid and phenylmethanesulfonylfluoride (final concentrations of 5 mM and 1 mM respectively) and filtered. The filtrate was diluted to 4 L with 20 mM sodium acetate buffer at pH 4.0 and loaded on a pre-packed Source 15S PE 4.6/100 column (GE Healthcare), then purified using a linear salt gradient to a final concentration of 1 M NaCl. After buffer exchange to pH 6.2, size-exclusion chromatography (HiLoad 16/60 Superdex 75, GE Healthcare) was performed as a final step. The FH1-3 was visualized by Coomassie staining following sodium dodecyl sulfate (SDS)-polyacrylamide gel electrophoresis on a NuPAGE 4–12% Bis-Tris gel (Invitrogen) for validation of identity and purity.

Measurement of RDCs

For preparation of aligned samples, two aqueous stock solutions of phospholipid bicelles (Avanti Polar Lipids, Alabaster, AL) were formed at 4 °C, both at 15% (w/v) and containing appropriate ratios of 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC), 1,2-dihexanoyl-sn-glycero-3-phosphocholine (DHPC) and SDS. Stock solution A was composed of a 3:1 molar ratio of DMPC:DHPC, and stock solution B contained a 30:10:1 molar ratio of DMPC:DHPC:SDS.

Three protein samples were prepared for measurement of RDCs. The first contained 0.2 mM [15N]-FH1-3, 3.5% (v/v) of the phospholipid bicelle stock solution A, 20 mM phosphate buffer (pH 6.6), 2 mM arginine and 2 mM glutamine, 10% (v/v) D2O and 0.01% (w/v) NaN3. The second protein sample was identical to the first, but contained 3.5% (v/v) of phospholipid bicelle stock solution B instead of A. The third protein sample contained 0.2 mM [2H,15N]-FH1-3 instead of the non-deuterated sample, 3.4% (v/v) of phospholipid bicelle stock solution A, 50 mM phosphate buffer (pH 6.2), 2 mM arginine and 2 mM glutamine, 10% (v/v) D2O and 0.01% (w/v) NaN3.

All spectra were recorded on a Bruker DRX 600-MHz spectrometer equipped with a 5-mm triple-resonance cryoprobe. The reference IPAP-HSQC (42) spectra were recorded at 298 K, the temperature at which the bicelles are in a disordered phase (43). For the first two samples, spectra were acquired with 1024 by 128 complex points in the 1H and 15N dimension, respectively; for the deuterated sample, spectra contained 563 by 128 complex points. The temperature was then raised to 312 K and the bicelles underwent a transition to
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the liquid crystalline phase, which was monitored by observing a stable deuterium splitting (6.70, 6.90, 9.61 Hz for the first, second and third sample respectively).

The acquired spectral data were processed using NMRPipe software (44) and analyzed using Analysis software obtained from the Collaborative Computing Project for the NMR community (CcpNmr) (45). The backbone and side-chain $^1$H and $^{15}$N assignments of module pairs FH1-2 and FH2-3 are available from Biological Magnetic Resonance Data Bank (BMRB) (46). These overlapped quite well with the FH1-3 spectra (31), and thus assignments were transferred from the pairs to the triple domain (see Supplementary Information for details). The data were then converted into PIPP format (47) via CcpNmr FormatConverter software, and RDCs were extracted using an in-house script. Hereafter, the RDC datasets collected from the first, the second and the third sample are referred to as set 1, set 2 and set 3, respectively.

Structural calculations

All NMR structural calculations were performed using Xplor-NIH software (48) version 2.24. As a starting structure for the RDC and NOE-based calculations a solution structure of FH1-3 was derived from melding together previously solved structures of FH1-2 and FH2-3 as described previously (31). The sequence of events in the subsequent structural calculations commenced with an initial Cartesian minimization, followed by 10 ps of high-temperature dynamics in torsion-angle space at 4000 K and subsequent slow cooling to the final temperature of 100 K. During cooling, NOE and RDC force constants were geometrically ramped to their final values. The last step consisted of torsion angle minimization followed by Cartesian space minimization. In those calculations CHARMM19 and CHARMM20 topologies, parameters and force fields were used (48).

The NOE list for the triple module (FH1-3) structure calculations was derived from the list of NOE restraints for FH1-2 and FH2-3 as retrieved from the Brookhaven Protein Data Bank (PDB) entries 2RLP and 2RLQ (31). The overlap of NOEs in the mutual CCP 2 module was resolved by inspection. If such NOEs involved residues that were deemed close to where the missing module (i.e. CCP 1 or CCP 3) would have been, they were excluded. Hence NOEs involving residues His87 – Thr99, Lys109 – Glu128, and Thr135 – Val143 were removed from the FH1-2 NOE list, while NOEs from residues Lys82 – Gly86, Gly100 – Val108 (with the exception of NOEs between residues Thr99 and Gly100), and Cys129 – Trp134 were removed from the FH2-3 list (details in Supplementary Information). The remaining NOEs (4154 - see Table 1 for categories) were concatenated into a single table of restraints for FH1-3, and incorporated into Xplor-NIH calculations. All three RDC sets were introduced with a harmonic target function and final force constant of 0.5 kcal mol$^{-1}$ Hz$^{-2}$, with the exception of regions deemed as mobile (31), which included the particularly dynamic Gly60 as well as residues Thr34 – Ser38, Thr99 – Val103 and Ser160 – Glu167 constituting the three hypervariable loops. In these cases, the relevant RDCs were included with a half-open square-well target function. For each set, starting rhombicities and magnitudes of alignment tensors were first extracted from the histograms and then grid searches were performed around the values obtained from this estimation. A total of 100 structures were calculated with the parameters outlined above.

Ensemble calculations

For motional analysis, ensemble calculations were conducted in Xplor-NIH (49). The two lowest-energy structures generated using NOEs (as described in the last section, see Table 1) and the three sets of RDCs were utilized as input for these calculations. Four separate calculations were performed. In each of the first two calculations, one of the two single structures was used as input, while in each of the third and fourth calculations, both
structures were used simultaneously as a two-member input ensemble. In each of the four calculations 100 ensembles (each consisting of either one or two structures) were generated using the same restraints as in the original calculation, under similar force constants. For the fourth calculation only, an additional shape restraint was applied in the neighborhood of intermodular linkers (residues Pro76 – Gly89 and Asp137 – Thr150) as well as the whole molecule (residues Asp20 – Val206), with 20 kcal mol\(^{-1}\) Å\(^2\) force constant on both the size and the orientation components (48). Each of the four calculations involved eight repetitions of a loop consisting of 1000 steps of dynamics at 400 K followed by 100 cooling steps from 400 to 300 K and a torsion angle space minimization followed by a Cartesian minimization. At all times, the energies from experimental restraints were computed as the uniformly weighted averages of energies from each individual ensemble member.

**Estimation of interdomain dynamics**

For FH1-3 structures, the degree of flexion in the 20% of structures with the lowest-energy (from the two-member ensemble calculation) was assessed as follows. First, every second member of each ensemble was least-square fit on CCP 2 of every first member of the same ensemble using the XtalView package program pdbfit (50). Then the orientation of each domain was calculated for every member of every ensemble by summation of the N-C\(_\alpha\) and C\(_\alpha\)-C’ inter-atomic vectors of the regions that were previously shown to be well structured in the X-ray structure of FH1-4:C3b complex, or the NMR structures of FH1-2 and FH2-3 (residues Glu31 – Thr34, Gln47 – Cys52, Tyr56 – Arg57, Val62 – Arg67, Glu70 – Ala73 in CCP 1; Gly94 – Thr99, Lys109 – Cys114, Tyr118 – Leu121, Tyr126 – Glu128, Gly133 – Trp134, Ile140 – Cys141 in CCP 2; and Gly155 – Ile157, Ala173 – Cys178, Gly189 – His191 in CCP 3). For every ensemble, relative orientations of the domains were devised using these vectors. The average orientations from each ensemble were then used to derive the mean interdomain orientations, along with their standard deviations. Next, two angles for each ensemble were calculated: the first angle between CCP 1 of the first ensemble member and CCP 1 of the second ensemble member (which is equivalent to the range of CCP 1 – CCP 2 angles within the ensemble; see Fig. 3), and the second angle between CCP 3 of the first ensemble member and CCP 3 of the second ensemble member (equivalent to the range of CCP 2 – CCP 3 angles within the ensemble; see Fig. 3). The ensembles were sorted and placed in bins according to their interdomain angle variability (based on the aforementioned ranges of angles) i.e. those with a value lower than 40°, lower than 30° lower than 20°, and lower than 10°.

Additionally flexibility between terminal modules (CCP 1 – CCP 3) was established by first calculating their average relative orientation (as above) for each ensemble, and then a mean orientation among the 20 lowest-energy ensembles was derived. Subsequently the mean flexibility (and the corresponding standard deviation) was established by considering all of the differences in CCP 1 – CCP 3 angles between the first and second member of each of the 20 lowest-energy ensembles.

**Results**

**The NOE (only)-derived structure of FH1-3 is potentially under-defined**

In an initial exploratory calculation, we created an NMR-derived solution structure of FH1-3 by fusing together structures of FH1-2 and FH2-3 (as described previously (31)), and we subjected it to simulated annealing on the basis of 4154 previously assigned (31) NOE-derived upper distance bounds. We did not use RDC-derived restraints at this point.

The 30 lowest-energy structures that resulted from this calculation were judged as being potentially under-defined because they showed no consistent violations of NOE-derived
distances, yet the root mean-square deviation (RMSD) upon overlaying their heavy backbone atoms (excluding hypervariable loop residues) was 3.2 Å. Similar overlays performed only on CCPs 1 and 2, or on CCPs 2 and 3, yielded RMSDs of 2.0 Å and 2.2 Å, respectively. These high values reflect low interdomain angle convergence since the same structures overlaid on heavy backbone atoms of individual modules, CCP 1, CCP 2 or CCP 3 (excluding hypervariable loops and intermodular linker residues i.e. Gln81 – Pro84 and Glu142 – Lys145) yielded much lower RMSDs of 0.80 Å, 0.60 Å and 0.75 Å, respectively.

Incorporation of three sets of RDCs into structure calculation yields better convergence

Residual dipolar couplings can be expected to decrease the likelihood of under-definition in NMR-derived structure calculations, which commonly arises from a relative paucity of intermodular NOEs as was observed in this case (see Table 1) with, for example, only 8 such NOEs detected between CCPs 2 and 3. Thus the potentially under-restrained nature of the NOE (only)-derived structures of FH1-3 prompted the utilization within the structure calculation of three N-H\textsuperscript{R} RDC datasets recorded on FH1-3 in easily prepared bicelle-aligned media. Sets 1, 2 and 3 contained 138 values, 131 values, and 167 values, respectively (listed in Supplementary Information).

Table 1 shows relevant statistics for 30 representative (lowest-energy) structures of FH1-3 derived from refinement of the “starting” (NOE-only based) model using both NOEs and the three sets of N-H\textsuperscript{R} RDCs. The alignment tensor for each dataset was simultaneously refined in these calculations. The intra-domain RMSD values of 0.47 Å, 0.41 Å and 0.40 Å for CCP 1, CCP 2 and CCP 3, respectively, (excluding hypervariable loops and intermodular linker residues) were significantly better than in the NOE-only calculation. Additionally the interdomain angles were better defined; a heavy backbone atom overlay (excluding the hypervariable regions) of all three modules simultaneously yielded an RMSD of 0.79 Å. Considering immediately neighboring domains (i.e. CCP 1 and CCP 2, or CCP 2 and CCP 3) the variability of the intermodular angles (Table 1) is $< 10^\circ$ for the lowest-energy set of 30 FH1-3 structures, compared to $\sim 20^\circ$ for NOE-only structures (data not shown). No consistent violations of experimental restraints were observed implying that, within the limit of recorded data, all 30 structures are equally valid approximations of the time-averaged conformation of FH1-3.

Intermodular flexibility will in part be determined by the packing of amino acid side chains within the buried interface between modules (see Fig. 4). The buried surface areas determined here (see Table 1) for the lowest-energy structures were slightly lower than those calculated in case of the starting model (31). They were nevertheless similar to values commonly found for extended CCP pairs (12).

A Ramachandran assessment, revealed that only 0.7% of residues were in the disallowed regions (51) (Table 1), which is normally regarded as an indication of acceptable sterochemical quality. The reason for a relatively low proportion of residues being found in the most favored and additionally allowed regions is the fact that neither dihedral restraints nor knowledge-based potentials were used. The former are typically incorporated under square-well potentials such that no penalty is applied over a broad range of angles; these would be ineffectual in the subsequent stage of calculations (the ensemble calculations). Ensemble averaging would also very easily satisfy a knowledge-based potential that would therefore, likewise, have little effect.
RDC-refined FH1-3 structures are dissimilar to structures derived from NOEs (only) and X-ray

The lowest-energy representative from this NOE/RDC-refined set of structures was found to be globally dissimilar both to the starting model and to a model of FH1-3 derived from the crystal structure of FH1-4 bound to C3b (PDB entry 2WII) (29, 31); RMSDs (backbone heavy atoms) were 2.7 Å and 2.8 Å, respectively. Indeed, while individual domains overlaid well (summarized in Table 1), relative domain orientations varied significantly. This is readily appreciated from Figure 1c, where the three structures are superimposed on the heavy backbone atoms of CCP 3. The RMSDs of such overlays are (including all heavy backbone atoms) 9.9 Å in the case of the starting model, and 18 Å for the (2WII-derived) crystal structure. These differences in interdomain orientations are accommodated without major rearrangements of residues at the inter-CCP interface (Fig. 4) consistent with the very few and small chemical shift differences (comparing e.g. residues in the FH1-2 interdomain interface with equivalents in FH1-3, see Supplementary Figure S2) and with the lack of violations of relevant NOEs transplanted from FH1-2 and FH2-3 to the triple-domain construct. Note in particular that all of the 20 and 8 NOEs between CCPs 1 and 2, and CCPs 2 and 3, respectively, used in the pre-RDC structure calculations are satisfied in all of the 30 representative NOE/RDC-refined structures.

A further notable feature (see Figure 1b) is the dissimilarity of the hypervariable loop of CCP 3 (residues Ser160-Gly167) in the set of 30 lowest-energy NOE/RDC-derived structures versus both the starting model and a 2WII-inferred crystal structure of FH1-3. When, ignoring modules 1 and 2, these structures are overlaid on the backbone atoms of CCP 3 (excluding the loop), RMSDs of 1.90 Å (NOE/RDC-refined versus starting model) and 2.07 Å (NOE/RDC-refined versus crystal structure) are obtained for the backbone heavy atoms of the eight residues in the hypervariable loop. Its position (see Fig. 1b) within the 30 new structures lies between that of the starting model and that of the X-ray derived structure, although the majority of its conformational variations resemble that found in the crystal structure.

Alignment tensor analysis suggests interdomain flexibility is absent or low

Histograms for the three collected sets of RDCs (Fig. 2), were inspected to estimate the independence of these three datasets. Set 1 and set 2 differed from set 3 in the magnitude of the alignment tensor (which measures the degree of alignment of the protein molecules), and all three sets differed in their population maxima. It was therefore anticipated that their rhombicities (which measure the asymmetry of the rhombic components of the alignment tensor) would be different. The same histograms subsequently served as a basis upon which to estimate the rhombicity and magnitude of the alignment tensors (52) for each set of RDCs; this was carried out for all three domains combined as well as for each domain separately. To obtain more accurate estimates of rhombicities and magnitudes of these tensors, grid searches were performed against the starting model (31) (see Methods) and starting values derived from respective datasets.

From the distribution of RDCs it was not clear whether one tensor per dataset would suffice, or whether each dataset should be broken into three separate tensors (one per domain). This ambiguity is visualized in Fig. 2 – the domain-wise distributions of RDCs seem to be quite similar, but the extent of sampling limits definitive judgment on this issue. The most complete of the available RDC sets (set 3) was used to test this. First, one tensor for each of the three domains was used, and then one tensor was used for the whole molecule. The Q-factors (which measure the overall agreement of the measured RDCs with the protein structure (53)) are parameterized as:
where $\Delta \delta_{\text{meas}}$ denotes a measured RDC, and $\Delta \delta_{\text{pred}}$ denotes a back-calculated RDC. The Q-factors were found to be: 0.06, 0.10, and 0.09 for CCP 1, CCP 2, and CCP 3, respectively. For comparison, the Q-factor was 0.10 when a single tensor was used for all three domains. Thus the improvement of the Q-factors when three tensors were used was not significant.

The optimized alignment tensor components for individual domains varied by a maximum of 18%. While these relatively small variations are suggestive of possible domain motion, this need not be the case since they are also sensitive to sampling distribution within each domain and the quality of the other structural restraints.

The fact that a single alignment tensor could be used to describe RDCs in all three domains is consistent with the amount of interdomain motion being either none or very small. However, there remains the possibility that the single conformation inferred from the measured RDCs could in fact represent an average conformation of the molecule that is undergoing significant interdomain motion. To estimate how much motion was indeed present the ensemble approach was utilized.

### An ensemble approach to interdomain motional analysis

In order to estimate the range of motion attainable in the system, the ensemble protocols were used within Xplor-NIH (54), as described in Methods. In the ensemble approach two structures (the ensemble) that approximate to the two extremes of anisotropic motion are considered simultaneously at all times; this differs from standard calculations that consider only one structure.

Step one aimed to ascertain whether the ensemble approach describes motion better than standard structural calculations. For these purposes, the two lowest-energy structures obtained from the NOE/RDC-refined NMR structure calculations constituted the ensemble. Thus, initially these two structures were used as input for two separate standard calculations. Subsequently a similar calculation was performed but with the two structures simultaneously used as input, i.e. serving as a two-member ensemble. The structure-calculation protocol was similar whether one or two input structures were used (see Methods). In all cases the RDC restraints were introduced under similar force constants as in the case of the NOE/RDC-based structural refinements. The average Q-factors of the RDCs in the 20 lowest-energy one-member and two-member “ensembles” obtained from these two approaches were then compared. For RDC set 3 the Q-factor was 46% lower using the two-member ensemble approach. Similarly the Q-factor was 20% lower and 25% lower for RDC sets 2 and 1, respectively. Thus it appeared that an ensemble size of two was more suitable for analysis of motion in the system under consideration than the use of single starting structures (i.e. an effective ensemble size of one). This is consistent with motion between modules.

In step two, a calculation was performed to show that the range of measured motion was not overestimated by the above analysis. To this effect a shape potential was used (54) with a relatively low force constant, to reduce the spread of energetically feasible interdomain angles in the calculations. A zero-mass inertia tensor was employed to create such potential, which ensured that during the calculation the shapes of ensemble members did not diverge to a high degree from their mean shape. These calculations were compared with an identical calculation conducted without the shape potential. For the resulting 20 lowest-energy two-member ensembles the Q-factor of the RDC set 3 was on average 35% higher when the shape envelope was applied compared to when it was not. The corresponding values for
RDC set 2 and RDC set 1 were increased by 12% and 13%, respectively. Thus, even moderate restraints on the amplitude of interdomain motions produced structures that were in poorer agreement with the measured RDC data than those produced in the calculation devoid of such restraints. This implies that the RDC terms had been appropriately adjusted in the ensemble calculations, such that the range of motion they unveiled was not overestimated. For that reason shape potentials with higher force constants were not tested.

Quantification of interdomain flexibility in FH1-3

The 20 lowest-energy two-member ensembles, derived without the shape potential, were analyzed in terms of interdomain angles and their variability. As summarized in Figure 5 the mean tilt angle, amongst all of the analyzed ensembles, between the long axes (defined as described in Methods) of CCPs 1 and 2 was 29 ± 5°; for CCPs 2 and 3, the equivalent value was 20 ± 7°. The diversity of the interdomain tilt angles within an ensemble was subsequently quantified by first performing a least-squares fit of each FH1-3 ensemble on CCPs 2; then the angle between the long axes of CCPs 1 was measured, as was the angle between the long axes of CCPs 3. The resulting two values reflect the range of interdomain tilt angles for CCP 1 – CCP 2 and CCP 2 – CCP 3, respectively.

The average range of tilt angles between CCP 1 and CCP 2 was 20° (± a standard deviation of 6°) while for CCP 2 and CCP 3 the equivalent value was 17° (± 15°). In both cases, however, the distributions of the said parameter deviated significantly from a normal distribution (data not shown) and thus the values are better described in terms of categories (in Figure 5 embraced by cones θ and ϕ) as follows: the range of CCP 1 – CCP 2 tilt angles was less than 40° within all ensembles, and was less than 30° within 95%, less than 20° within 50%, and less than 10° within 5% of ensembles; in the case of CCP 2 – CCP 3 the equivalent value was less than 40° within 90% of ensembles, and was less than 30° also within 90%, less than 20° within 75%, and less than 10° within 30% of ensembles.

This suggests that, in the case of each of the two interdomain junctions, the maximum range of flexion is approximately the same at about 40°, and that most motion is restricted to between 10° and 30° (depicted in Figs. 5 and 6b). The presence of a similar extent of flexion at both intermodular junctions was anticipated on the grounds that the extent of interdomain contacts was similar, and the spread of RDCs for each domain was comparable (Fig. 2). This result was reproduced when a different pair of the lowest-energy RDC and NOE-refined NMR-derived structures of FH1-3 were chosen for input in the ensemble calculations. Moreover, similar ranges of flexional freedom were obtained, when calculations were performed on larger ensembles (of four and eight structures, see Supplementary Information), despite the lower Q-factors, again suggesting that the RDC restraints were applied under well-adjusted force constants.

The size and variability (within ensembles) of CCP 1 – CCP 3 tilt angles was also determined (Fig. 5). In the 20 lowest-energy ensembles produced by the calculation, the mean tilt angle is 46 (± 9°); the average angle variance over the 20 ensembles is 24 (± 13°). Individual ensemble members in only 10% of cases display a CCP 1 – CCP 3 tilt angle lower than the corresponding tilt of 29° measured in the crystal structure; nonetheless it can be readily appreciated in Figs. 6a and 6b that the exact crystal conformation is never achieved in the ensembles. This can be explained when the interdomain angles between the neighboring modules are considered.

Discussion

Segmental flexibility is likely a dominant feature of the numerous proteins that are composed from multiple domains connected end-to-end in a potentially extended...
arrangement. We set out to measure flexibility in the N-terminal three domains (FH1-3) of complement regulator FH as a prelude to exploring the hypothesis that interdomain flexibility is required to perform one or more of its biological roles. Many residues throughout FH1-3 contribute to an extensive interface formed when FH binds to C3b. Subsequently, these C3b-bound modules recruit factor I that then cleaves C3b to iC3b. Additionally, binding of this region of FH (along with CCP 4) to C3b in the C3 convertase (C3b.Bb) context accelerates the irreversible decay of C3b.Bb to C3b and Bb. We have explored the use of a relatively simple, NMR-based strategy for defining the limits of flexure within FH1-3.

We addressed the dynamics in FH1-3 based on ensemble interpretation of RDC data in a manner similar to Clore and Schwieters (54). Dynamic properties are typically difficult to capture in simulated annealing protocols as they do not account for the averaging of the experimental observables, i.e. the calculations are not generally performed on an ensemble of structures, but rather on a “one structure at a time” basis. The approach suggested by Clore and Schwieters (54) involves implementation of a routine for minimization of ensembles of structures against RDCs in a simulated annealing protocol. A similar methodology was employed in the work presented here, however our focus was not on motion at the single-residue level, but rather on putative flexibility between domains likely required for proper protein function. Indeed, neither exact correlation times of global motion nor order parameters were derived; only ranges of interdomain motion were estimated. Intermodular dynamics could be analyzed by more rigorous means if required, but this would entail appropriate formalism by analogy with progression of model-free formalism into extended model-free formalism introduced by Clore et al. (55) and developed by Chen and Tjandra (34). Such approaches would still suffer from difficulties typical for RDC measurements, like the requirement for five orthogonal alignments.

The approach adopted here to the study of FH1-3 is analogous to “ensemble-optimized methods” (EOM) for analysis of SAXS data (56) that yields estimates of global flexibility. An NMR-based strategy devised by Bertini et al. (39) for analysis of interdomain motion in calmodulin is also similar to the one employed in the current work. It should be noted however that in the calmodulin study, homogeneously weighted averages of RDC values were first calculated based on multiple structures differing in domain orientations. Alignment tensors were then derived based on the comparison of such averages with experimental measurements. Nonviable (unrealistic) orientations could pass for viable ones in such an approach because of the homogeneity of weighting of RDCs calculated based on the structures selected from the pool. We avoided this difficulty by generation of realistic ensembles of structures with the help of multiple restraint types. The calmodulin study inspired Longinetti et al. (57) to adopt an inverse approach in the development of “maximum allowed probability” (determined by a rotation matrix) values for various interdomain orientations, in which different conformations were assigned heterogeneous weighting factors. Such weighting was determined according to a protocol based on a simplex search of the orientational maximum allowed probability followed by simulated annealing, resulting in groups of ten conformers with weights (rotations and translations) minimized against a target function (57); this virtually excluded unrealistic orientations from the ensemble. Such heterogeneous weighting factors were implicitly present in the approach used here. This is because, during generation of structural ensembles, violations of any introduced restraints should drive the structures away from less populated conformations. Nevertheless, since only one type of RDC restraints (N-H\(^N\)) was used in our calculations, the estimates of motion presented here are best regarded as upper limits on flexure of the terminal domains of the studied molecule (see Figs. 5 and 6b).
The time-averaged NOE and RDC-derived NMR structures served as input for the ensemble calculations. We utilized NOEs previously collected on FH1-2 and FH2-3, along with three new sets of (N-H) RDCs (Fig. 2) collected for FH1-3, to refine an existing structural model that had been built by concatenating NMR-derived structures of FH1-2 and FH2-3. The resulting structures were of good quality and back-calculated RDCs were in excellent agreement with the experimental ones (Table 1). Good convergence was obtained at the level of individual modules; these also overlaid well with equivalent individual modules in the original starting model of Hocking et al. (31) and in the crystal structure of the FH1-4:C3b complex. On the other hand, comparing these RDC and NOE-derived structures with the FH1-4:C3b structure revealed that interdomain orientations were significantly different (Fig. 1c). That these different orientations were accommodated without creating violations of the NOEs, transplanted from FH1-2 and FH2-3, confirmed the under-definition of NOE-only-derived structure calculations of FH1-3.

A further (“final”) set of NOE and RDC-derived structures of FH1-3 were calculated using an ensemble-based method and were subjected to analysis of flexure (bending, in any direction, of the long axes of the prolate ellipsoid-shaped modules away from the time-averaged conformation). The volumes explored by the long axes of CCPs 1 and 3 relative to CCP 2 lie predominantly in cones (with their central axes coincident with the principal inertia tensors of the time-averaged conformations of the respective domains – see Fig. 5) that have opening (full) angles lower than 40°. The observed conformational variability is sufficient to embrace a conformation close to that found in the X-ray structure of FH1-4 bound to C3b (Fig. 6). On the other hand, the refined NMR-derived solution structures of FH1-3 presented here are more extended than the equivalent regions in the ensemble of structural models obtained previously from analysis of SAXS data recorded for FH1-5 wherein CCP 1 – CCP 2 tilt angles are 54.3° (±19.5°) and CCP 2 – CCP 3 tilt angles are 63.1° (±30.8°) (26).

In addition to establishing upper bounds on flexure our data shed light on intra-domain motion. Interestingly, the inferred conformational mobility within the hypervariable loop in CCP 3 of FH1-3 is insufficient to accommodate the conformation of the equivalent loop in the FH1-4:C3b crystal structure (Fig. 1b) that contacts the CUB domain of C3b.

Taking together these data pertaining to interdomain and intra-domain motion has allowed us to formulate a hypothetical mode of engagement of C3b by the N-terminal region of FH. We suggest that an initial, possibly electrostatically driven, encounter between these two large proteins involves one of the domains of FH 1–3. The flexure we have observed between FH domains 1–3 permits a subsequent interdomain rearrangement into the positions observed in the co-crystal structure that buries a large surface area; note that minor rearrangements of domains in C3b also appear to accompany the binding of FH1-4 (27, 29). Subsequently the flexible hypervariable loop of CCP 3 may contribute to fidelity by binding, perhaps through an induced fit mechanism, to its cognate site on the CUB domain. The entropic cost of such rearrangements might offset enthalpic gains thus resulting in an interaction with only medium (although adequate) affinity, but high specificity. Further work is needed to elucidate the thermodynamic contributions to complex formation in order to test this hypothesis. A further repercussion of interdomain flexure within FH, which could be explored in future work, is that the rearrangement of domains in the FH:C3b complex might create a new binding interface for recruitment and activation of factor I.

In conclusion, we have described an NMR-based strategy that yields estimates of interdomain flexibility that are difficult to access by other techniques, although it would be interesting to compare our results to the outcome of EOM (56) for fitting of SAXS curves (previously performed SAXS studies did not adopt the EOM approach (26)). We showed
our method to be useful for establishing the extent of flexibility between two globular domains that are connected via short linkers to either end of a central globular domain (as exemplified by FH1-3). Such an arrangement is common within numerous multiple-domain proteins; about 8% of multicellular proteomes are reckoned to consist of proteins like FH in which repeating domains (domains belonging to the same family) occur adjacent to one another (5). In many cases several tandem domains comprise an intact ligand-binding site. But interdomain flexibility has further, profound, repercussions for FH. FH1-3 cooperates (32, 58) with at least three other sites elsewhere in the FH molecule to protect host tissue via a sophisticated multivalent host-surface recognition mechanism. These include an additional binding site for C3b at its C-terminus, 16 CCPs away from the N-terminal C3b-binding site. Other complement regulators contain as many as three discrete C3b-binding sites dispersed over 30 CCPs. Most hypotheses regarding the little understood mode of action of these proteins invoke variations in flexibility along the length of the protein and these ought to be tested, preferably through studies of longer segments of protein containing more than three domains. These could be achieved without substantial modifications to the methodology described herein. Providing assignments and RDC data are available, they could, as in the current work, be interpreted in the ensemble context to generate structures that represent the extent of motion. It would, however, be necessary in each case to determine which ensemble size is appropriate, and whether additional shape restraints are required. Inclusion of more varied restraints at the phase of generation of ensembles, such as SAXS curves or different types of RDC restraints ($C_{\alpha}-N$, $C'-N$, $C_{\alpha}-H_{\alpha}$) would increase the accuracy and precision of the results.
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Refer to Web version on PubMed Central for supplementary material.

**Abbreviations**

- **CCP** complement control protein
- **FH** factor H
- **RMSD** root mean-square deviation
- **BMRB** Biological Magnetic Resonance Data Bank
- **PDB** Brookhaven Protein Data Bank
- **RCA** regulator of complement activation
- **NMR** nuclear magnetic resonance
- **NOE** nuclear Overhauser effect
- **RDC** residual dipolar coupling
- **SAXS** small angle X-ray scattering
- **DMPC** 1,2-dimyristoyl-sn-glycero-3-phosphocholine
- **DHPC** 1,2-dihexanoyl-sn-glycero-3-phosphocholine
- **SDS** sodium dodecyl sulfate
- **IPAP-HSQC** in-phase/anti-phase heteronuclear single quantum correlation
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Figure 1. The structure of FH1-3 derived from NOEs and RDCs

a) The least-squares heavy backbone atoms overlay of the NMR-derived 30 lowest-energy structures (ribbon representation). Orientations of principal axes of the inertia tensor of each domain are presented as cylinders originating from its left of mass. b) For clarity only CCP 3 is shown and, in the case of the lowest-energy NMR structures only, the CCP 3 hypervariable loop is shown in cyan. The hypervariable loop of the third CCP is shown on the top-left, the starting (NOE-only) model is represented by a green ribbon, and the crystal structure is represented by a magenta ribbon. In the starting model, the loop kinks to the left as viewed in the figure, while in the crystal structure the loop kinks to the right and approximates an extreme position of the loop in the NOE/RDC-derived structures. c) Two
views of heavy backbone atoms overlay on CCPs 3 of lowest-energy FH1-3 structure (cyan) with the starting model (green) and CCPs 1–3 of the crystal structure (magenta), rotated by 90° about the long axis. For clarity the structures are represented as smoothened ribbons. All structure visualizations were prepared in PyMOL (59).
Figure 2.
Histograms to show the distributions of recorded N-HN RDC datasets. The grey histograms show the distributions of RDCs in all three domains, the red histograms show their distributions in CCP 1, the green histograms show their distributions in CCP 2 and the blue ones show the RDC distributions in CCP 3. A bin size of 2 Hz was used in all histograms.
Figure 3.
Two structures in blue and orange represent two members of a two-member ensemble. On the left hand side they are viewed in the orientations emerging directly from the original structure calculation (but translated relative to one another for clarity). On the right-hand side they are shown after least-squares fitting on CCPs 2. The blue and brown arrows that represent the long axes of the N-and C-terminal domains of the ensembles, are defined as described in Methods. The ranges of motion on each of the intermodular junctions are described as viewed on the right-hand side of the figure; an angle of flexure is measured between the two “arrows” on each of the terminal domains.
Figure 4. 
Representations of the linker regions of the lowest-energy NOE/RDC-derived structure. The side chains of important residues are represented by sticks and spheres. Orange spheres were used for CCP 1 (residues before Gln81), blue for CCP 2 (residues between Cys85 and Cys141, inclusive) and cyan for CCP 3 residues (those beyond Lys145). Olive spheres represent the linker residues (Gln81-Pro84 in the CCP 1 – CCP 2 linker, and Glu142-Lys145 in the CCP 2 – CCP 3 linker). a) Gln81 is shown to be in a rather crowded area, and close to Lys79 and Lys82 is in the proximity of Tyr56 and Glu105, and also sterically hindered. b) Arg83 is tethered between Arg57, Glu132 and Thr131. The charged moieties of those residues are close to one another. c) Val144 is highly buried. Val143 is constrained by nearby bulky groups as well as Lys145 and Glu142 that may interact with one another through their charges. d) Same area as in the previous panel, but rotated by 180° about the x-axis. Upon interdomain motion Asp194 could clash with Gln119 and Glu116; Phe170 resides in a generally crowded position that could hamper motion, Val143 is additionally in the neighborhood of bulky Tyr118 and His169. The above panels illustrate how a network of interactions stabilizes the linkers and prevents fully unconstrained (completely isotropic) motion.
Figure 5.
Summary of the flexibility analysis of lowest energy structures resulting from the ensemble calculations. The three ellipsoids are a schematic representation of the domains of FH1-3, and the red dashed lines represent their long axes. The mean interdomain orientation $\alpha = 29 \pm 5^\circ$, $\beta = 20 \pm 7^\circ$, and $\gamma = 46 \pm 9^\circ$. The interdomain tilt angle variability among structures falls within cone of (full) angle $\theta < 40^\circ$ in 100% structures, and $< 30^\circ$ in 95%, $< 20^\circ$ in 50%, $< 10^\circ$ in 5% of structures; $\phi < 40^\circ$ and $< 30^\circ$ in 90% structures, and $< 20^\circ$ in 75%, $< 10^\circ$ in 30% of structures.
**Figure 6.**
CCPs 1–3 of FH in crystal structure (magenta), lowest-energy NOE/RDC refined structure (cyan) and structural ensembles within the 40° cone representing flexional freedom (grey). a) Least square fit on CCP 3 of the crystal structure. b) Least square fit on CCP 2 of the crystal structure. None of the solution structures reproduces the crystal structure conformation.
Table 1
Structure-calculation statistics for the 30 lowest-energy NOE/RDC-refined NMR structures.

<table>
<thead>
<tr>
<th>Summary of NOEs used for calculation</th>
<th>CCP 1</th>
<th>CCP 2</th>
<th>CCP 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>439</td>
<td>363</td>
<td>355</td>
</tr>
<tr>
<td>Mid range 2 ≤</td>
<td>i −</td>
<td>j</td>
<td>≤ 4</td>
</tr>
<tr>
<td>Long range &gt; 4</td>
<td>589</td>
<td>475</td>
<td>504</td>
</tr>
<tr>
<td>Module to module:</td>
<td>20</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Module 1 to linkers:</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module 2 to linkers:</td>
<td>50</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Module 3 to linkers:</td>
<td></td>
<td></td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RMSD (superposition of 30 lowest-energy structures)</th>
<th>CCP 1</th>
<th>CCP 2</th>
<th>CCP 3</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>All heavy atoms (Å):</td>
<td>0.99</td>
<td>0.77</td>
<td>0.89</td>
<td>1.12</td>
</tr>
<tr>
<td>Backbone heavy atoms (Å):</td>
<td>0.47</td>
<td>0.41</td>
<td>0.40</td>
<td>0.79</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RMSD (the lowest-energy structure, backbone heavy atoms)</th>
<th>CCP 1</th>
<th>CCP 2</th>
<th>CCP 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>vs. starting model (Å):</td>
<td>0.88</td>
<td>0.92</td>
<td>0.87</td>
</tr>
<tr>
<td>vs. crystal structure (Å):</td>
<td>0.76</td>
<td>1.07</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RDC Summary</th>
<th>CCP1–CCP2</th>
<th>CCP2–CCP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Da:</td>
<td>−10.68 ± 0.29</td>
<td>−10.08 ± 0.42</td>
</tr>
<tr>
<td>Rh:</td>
<td>0.19 ± 0.03</td>
<td>0.59 ± 0.06</td>
</tr>
<tr>
<td>Q-factor:</td>
<td>0.19</td>
<td>0.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intermodular angles (between inertia axes)</th>
<th>CCP1–CCP2</th>
<th>CCP2–CCP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>x axis (°):</td>
<td>26.0 ± 9.2</td>
<td>39.2 ± 2.6</td>
</tr>
<tr>
<td>y axis (°):</td>
<td>31.9 ± 2.9</td>
<td>12.2 ± 4.6</td>
</tr>
<tr>
<td>z axis (°):</td>
<td>18.1 ± 4.7</td>
<td>38.5 ± 3.2</td>
</tr>
</tbody>
</table>

Ramachandran assessment
Most favored (%): 58.8
Additionally allowed (%): 35.3
Generously allowed (%): 5.2
Disallowed (%): 0.7

\textit{b} Buried surface area

- Between modules 1 and 2 (Å$^2$): 547.39 ± 16.15
- Between modules 2 and 3 (Å$^2$): 501.48 ± 29.34

\textit{a} The Ramachandran report was prepared using PROCHECK-NMR software (51). Note that no dihedral restraints were used in the structure calculation.

\textit{b} Surface areas were calculated using a PyMOL (59) function getarea, using dot probes at density setting “3”. They were obtained by analyzing the difference in areas of the isolated modules and the surface areas of module pairs.