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Abstract

We solve the Skorokhod embedding problem for a class of stochastic processes satisfying an inhomogeneous stochastic differential equation (SDE) of the form
\[ dA_t = \mu(t, A_t) \, dt + \sigma(t, A_t) \, dW_t. \]
We provide sufficient conditions guaranteeing that for a given probability measure \( \nu \) on \( \mathbb{R} \) there exists a bounded stopping time \( \tau \) and a real \( a \) such that the solution \( (A_t) \) of the SDE with initial value \( a \) satisfies \( A_\tau \sim \nu \). We hereby distinguish the cases where \( (A_t) \) is a solution of the SDE in a weak or strong sense. Our construction of embedding stopping times is based on a solution of a fully coupled forward-backward SDE. We use the so-called method of decoupling fields for verifying that the FBSDE has a unique solution. Finally, we sketch an algorithm for putting our theoretical construction into practice and illustrate it with a numerical experiment.
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1 Introduction

Let \( \nu \) be a probability measure on \( \mathbb{R} \), let \( \mu, \sigma : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) be continuous in both arguments and let \( (A_t)_{t \geq 0} \) be a stochastic process satisfying the inhomogeneous stochastic differential equation (SDE)
\[ dA_t = \mu(t, A_t) \, dt + \sigma(t, A_t) \, dW_t, \tag{1.1} \]
where \( W \) is a Brownian motion. In this article we consider the Skorokhod embedding problem (SEP) for \( \nu \) in \( (A_t) \). More precisely, we provide sufficient conditions on \( \mu, \sigma \) and \( \nu \) guaranteeing the existence of a stopping time \( \tau \) and a real number \( a \) such that the solution of the SDE (1.1), in a weak or strong sense, with initial condition \( A_0 = a \) satisfies \( A_\tau \sim \nu \).
We solve the embedding problem by reducing it to the forward-backward stochastic differential equation (FBSDE)

\[
\begin{align*}
X_s^{(1)} &= x^{(1)} + W_s \\
X_s^{(2)} &= x^{(2)} + \int_0^s z_t^2 \frac{\sigma_t^2(X_t^{(2)}, Y_t + X_t^{(3)})}{\sigma_t^2(X_t^{(2)}, Y_t + X_t^{(3)})} \, dt \\
X_s^{(3)} &= x^{(3)} + \int_0^s \mu_t(X_t^{(2)}, Y_t + X_t^{(3)}) z_t^2 \frac{\sigma_t^2(X_t^{(2)}, Y_t + X_t^{(3)})}{\sigma_t^2(X_t^{(2)}, Y_t + X_t^{(3)})} \, dt \\
Y_s &= g(X_s^{(1)}) - X_s^{(3)} - \int_1^s Z_r \, dW_r
\end{align*}
\] (1.2)

for \( s \in [0, 1] \) and \((x^{(1)}, x^{(2)}, x^{(3)}) \in \mathbb{R}^3 \), where \( g \) is a real function chosen such that \( g(W_1) \sim \nu \). Notice that the FBSDE (1.2) is fully coupled, i.e. the second and third forward equation depend on the solution component \( Y \) and \( Z \) of the backward equation; and, vice versa, the backward equation depends on the forward components \( X^{(1)} \) and \( X^{(3)} \).

It is a longstanding challenge to find conditions guaranteeing that a fully coupled FBSDE possesses a solution. Sufficient conditions are provided e.g. in [MPY94], [PT99], [MY99], [PW99], [Del02], [MWZZ15] (see also references therein). The method of decoupling fields, developed in [Fro15] (see also the precursor articles [MYZ12], [FI13] and [MWZZ15]), is convenient for determining whether a solution exists. A decoupling field describes the functional dependence of the backward part \( Y \) on the forward component \( X \). The decoupling field for the particular FBSDE (1.2) is, roughly speaking, a function \( u \) such that for all \( s \in [0, 1] \)

\[
u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = Y_s.
\] (1.3)

Under some nice conditions on the parameters of the FBSDE, there exists a maximal nonvanishing interval possessing a solution triplet \((X, Y, Z)\) and a decoupling field with nice regularity properties. The method of decoupling fields consists in analyzing the dynamics of the decoupling field’s gradient in order to determine whether the FBSDE has a solution on the whole time interval \([0, 1]\).

We use the method of decoupling fields to prove that, under some suitable conditions on \( \mu, \sigma \) and \( g \), the FBSDE (1.2) has a unique solution on \([0, 1] \) for every initial value. By using the particular solution with initial value \((x^{(1)}, x^{(2)}, x^{(3)}) = 0\), we then construct a weak solution of the SDE (1.1) and a stopping time \( \tau \) embedding \( \nu \). Indeed, the second component \( X^{(2)} \) of the forward part in (1.2) can be interpreted as a random time change. One can show that the time change is invertible, say with inverse clock \( \gamma(t) \). Moreover, there exists a filtration \((\mathcal{G}_t)\) and an \((\mathcal{G}_t)\)-Brownian motion \( B \) such that, first, \( X_1^{(2)} \) is a \((\mathcal{G}_t)\)-stopping time and, second, under the inverse clock the solution component \( Y \) together with \( B \) solve the SDE (1.1) in a weak sense. By the very construction the time changed process \( Y_{\gamma(\cdot)} \) at \( X_1^{(2)} \) is equal to \( g(W_1) \), and hence \( X_1^{(2)} \) is a stopping time embedding \( \nu \) into a weak solution of (1.1).

In a further step we characterize the embedding stopping time \( X_1^{(2)} \) in terms of a four dimensional Lipschitz SDE driven by the constructed Brownian motion \( B \). The SDE establishes a mapping from the paths of \( B \) to \( X_1^{(2)} \), and hence allows to find stopping times embedding \( \nu \) into strong solutions of the SDE (1.1).

A major idea of our approach for solving the SEP is to change the time of a stochastic process that has the wanted distribution at the deterministic time 1. This idea goes back to Bass [Bas83] who solves the SEP for Brownian motion. Indeed, our approach generalizes Bass’s solution method. If \( \mu \) is zero and \( \sigma \) constant equal to one, then the component \( X^{(3)} \) of (1.2) vanishes and the solution part \( Y \) of the backward equation coincides with the martingale of conditional expectations of \( g(W_1) \), which is the process used by Bass. Moreover, the time change \( X^{(2)} \) coincides with the quadratic variation of \( Y \), the time change used in [Bas83].
The time change idea has been employed in several further articles. In [AHI08] the solution of a quadratic BSDE is time changed in order to solve the SEP for the Brownian motion with drift. The FBSDE (1.2) simplifies to the BSDE of [AHI08] if \( A \) is a Brownian motion with drift. [AHS15] uses a time change argument to construct stopping times embedding a given distribution into a stochastic process solving a homogeneous SDE. In [FIP15] a fully coupled FBSDE is solved and then time changed to obtain a stopping time embedding a distribution into a Gaussian process satisfying an SDE with deterministic coefficients. [FIP15] also relies on the method for decoupling fields for proving existence of a solution of the FBSDE.

There are more recent articles that are inspired by or related to Bass’ time-change approach for solving the SEP for the Brownian motion. E.g. the article [BCHK17] proves optimality of the Bass solution, among all solutions of the SEP for Brownian motion, for some minimization problems formulated in terms of associated measure-valued martingales. [DGPR17] solve the SEP for a class of Levy processes via an analytic approach and by extending Bass’ time-change arguments. The process of conditional expectations of \( g(X_t^{(1)}) \), used by Bass, is shown in [VBHK19] to minimize a martingale transport problem.

To the best of our knowledge there do not exist any articles that consider the SEP for general inhomogeneous diffusions of the type (1.1). There are various contributions to the SEP for homogeneous diffusions. The article [PP01] classifies the distributions that can be embedded into homogeneous diffusions. The survey [Obł04] collects results on the SEP, including results for homogeneous diffusions. We remark that in the homogeneous case where the coefficients of the SDE (1.1) do not depend on time, the FBSDE (1.2) can be decoupled. We explain this in Section 8 below.

The manuscript is organized as follows: In Section 2 we present our main results. In Section 3 we explain the decoupling fields technique. In Sections 4 and 5 we compute the dynamics of the decoupling field gradient process and derive some estimates allowing to conclude the existence of an FBSDE (1.2) on the whole interval. In Sections 6 and 7 we present the weak and strong solution for the SEP. Illustrative numerical results can be found in Section 8.

## 2 Main results

Our goal is to solve the Skorokhod embedding problem (SEP) for a stochastic process \( A \) solving the SDE (1.1). More precisely, for a given probability measure \( \nu \) on \( \mathbb{R} \) we aim at finding an integrable stopping time \( \tau \) and a real \( a \) such that the solution \( A \) of (1.1), in a weak or strong sense, with initial condition \( A_0 = a \) fulfills \( A_\tau \sim \nu \). Let \( F_\nu \) be the cumulative distribution function of \( \nu \). We set

\[
g := g_\nu := F_\nu^{-1} \circ \Phi,
\]

where \( \Phi \) is the cumulative distribution function of the standard normal distribution and \( F_\nu^{-1} \) the right-continuous generalized inverse of \( F_\nu \). In the following, for a differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \) we denote by \( \partial_i f \) its partial derivative with respect to the \( i \)th coordinate.

**Assumption 2.1.** Let \( g, \mu \) and \( \sigma \) be differentiable, \( \sigma \geq \varepsilon > 0 \) and \( g', \frac{\mu}{\sigma^2}, \frac{\partial \mu}{\sigma^2}, \frac{\partial^2 \mu}{\sigma^2}, \frac{\partial \sigma}{\sigma} \) as well as \( \frac{\partial \sigma}{\sigma} \) be bounded. Furthermore, let

\[
\inf_{(\theta,x)\in \mathbb{R}_+ \times \mathbb{R}} \frac{\sigma \cdot \partial_\theta \mu - 2 \partial_\theta \sigma \cdot \mu}{\sigma^3} (\theta,x) > -\frac{1}{2\|g'\|_\infty^2} \quad \text{(2.1)}
\]

and one of the following conditions be satisfied:

i) \( \partial_\sigma \sigma = 0 \)
ii) $\hat{c}_a \sigma \geq 0$, $2\hat{c}_t \sigma \cdot \mu - \sigma \cdot \hat{c}_t \mu \geq 0$ or

iii) $\hat{c}_a \sigma \leq 0$, $2\hat{c}_t \sigma \cdot \mu - \sigma \cdot \hat{c}_t \mu \leq 0$.

Our main results are the following theorems.

**Theorem 2.2.** Let Assumption 2.1 be satisfied. Then there exists a complete filtered probability space $(\Omega, \mathcal{F}, (\mathcal{G}_t)_{t \geq 0}, \mathbb{P})$, a $(\mathcal{G}_t)$-Brownian motion $(B_t)$, a bounded $(\mathcal{G}_t)$-stopping time $\tau$ and a real number $a$ such that for the strong solution $A$ of the SDE (1.1) with driving Brownian motion $B$ and initial condition $A_0 = a$ we have $A_\tau \sim \nu$. Furthermore, $\tau$ can be chosen such that

$$\tau \leq \varepsilon^{-2} \left( \frac{1}{\|g\|^2} + 2 \min \left\{ 0, \inf_{(\theta, x) \in \mathbb{R} \times \mathbb{R}} \left( \frac{\sigma \cdot \hat{c}_a \mu - 2\hat{c}_a \sigma \cdot \mu}{\sigma^3} \right)(\theta, x) \right\} \right)^{-1} \text{ a.s.} \quad (2.2)$$

**Remark 2.3.** In the following we refer to the tuple $((\mathcal{G}_t), (B_t), \mathcal{F}, \mathbb{P})$ as a weak solution of the SEP.

**Theorem 2.4.** Let Assumption 2.1 be satisfied and assume furthermore that $\sigma$, $\frac{1}{\sigma}$ the first, second and third derivatives of $g$, $\mu$ and $\sigma$ are bounded. Let $B$ be a Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and denote by $(\mathcal{F}_t)$ the augmented Brownian filtration. Then there exists $a \in \mathbb{R}$ and a bounded $(\mathcal{F}_t)$-stopping time $\tau$ satisfying (2.2) such that for the strong solution $A$ of the SDE (1.1) with driving Brownian motion $B$ and initial condition $A_0 = a$ we have $A_\tau \sim \nu$.

**Remark 2.5.** We refer to the pair $(\tau, a)$ as a strong solution of the SEP.

**Remark 2.6.** Note that the combination of Assumption 2.1 and $\sigma$ being bounded already implies that $\mu$ is bounded as well.

**Remark 2.7.** We now comment on Assumption 2.1. In particular, we relate the assumption to some conditions appearing in the literature that have been shown to be sufficient for a bounded solution of the SEP to exist.

a) The assumption that $g'$ is bounded entails that there exists a compact set outside of which the tails of $\nu$ are dominated by the tails of a normal distribution. If, as in Theorem 2.4, we additionally have that $g'$ is bounded from below by a positive constant, then the tails of $\nu$ also dominate the tails of a normal distribution. For a precise statement, see Lemma 4.1 in the appendix.

Furthermore, observe that the left hand side of Condition (2.1) is equal to $\hat{c}_a \left( \frac{\mu}{\sigma^2} \right)$ and in the cases ii) and iii) the term $2\hat{c}_a \sigma \cdot \mu - \sigma \cdot \hat{c}_t \mu$ equals $-\sigma^2 \hat{c}_t \left( \frac{\mu}{\sigma^2} \right)$; hence Assumption 2.1 imposes conditions on the growth of $\frac{\mu}{\sigma^2}$.

b) Theorem 3.1 in [AS11] states that the boundedness of $g'$ is sufficient for the SEP for the BM, possibly with a constant drift, to possess a bounded solution. Notice that for $\sigma \equiv 1$ and constant $\mu$ Inequality (2.2) simplifies to

$$\tau \leq \|g'\|^2$$

and hence coincides with the estimate on the embedding stopping time provided in Theorem 3.1 in [AS11]. Moreover, observe that if $\sigma$ and $\mu$ are constant, then all the other properties of Assumption 2.1 have been satisfied trivially.

c) The ratio on the left-hand side of (2.1) is equal to $\hat{c}_a \left( \frac{\mu}{\sigma^2} \right)$. Thus, (2.1) is somewhat weaker than requiring that $\frac{\mu}{\sigma^2}$ is non-decreasing in $x$. For some mean-reversion processes, e.g. the Ornstein-Uhlenbeck process, $\hat{c}_a \left( \frac{\mu}{\sigma^2} \right)$ is unbounded from below. A mean reversion effect can imply that
at any time the tails of the diffusion $A$ are lighter than the tails of $\nu$; in this case $\nu$ can not be embedded into $A$ in bounded time.

A condition related to (2.1) appears in Theorem 6 of the article \cite{AHS15} studying the SEP in the special case where $\mu$ and $\sigma$ do only depend on $x$. The theorem states that if $-\frac{2\mu}{\sigma} + \sigma'$ is non-increasing and $\frac{\sigma'}{\sigma(x)}$ is bounded, then there exists a bounded solution of the SEP. Note that if, in addition, $\sigma$ is constant, the assumption of Theorem 6, \cite{AHS15}, coincides with our Assumption 2.7.

d) In \cite{FIP15} the authors consider the special case when $\mu, \sigma$ do not depend on $x$, but on time only.

To obtain weak solutions for the SEP using the FBSDE approach the authors assume that $\sigma$ is bounded away from zero as well as that $\sigma'$ and $\delta'$ are bounded, where $\delta'(r) = \frac{\mu(H^{-1}(r))}{\sigma(H^{-1}(r))}$ and where $H^{-1}$ is the inverse of the mapping $t \rightarrow \int_0^t \sigma^2(s)ds$. This boundedness of $\delta'(r)$ is equivalent to our assumption that $\frac{\mu}{\sigma_2}$ is bounded.

In order to derive Theorem 2.2 and 2.4 we consider the FBSDE (1.2). To this end let $W$ be a Brownian motion on a probability space $(\Omega, \mathcal{F}, P)$ and denote by $(\mathcal{F}_t)_{t \geq 0}$ the associated augmented Brownian filtration. In Section 4 and 5 we show that under Assumption 2.1 there exists a unique solution of the FBSDE (1.2) with initial condition $(X_0^{(1)}, X_0^{(2)}, X_0^{(3)}) = (0, 0, 0)$. We then use this solution and a time transformation to prove Theorem 2.2 (see Section 6 and in particular Theorem 6.1). More precisely, we construct a filtration $(\mathcal{G}_t)$, a $(\mathcal{G}_t)$-Brownian motion $(B_t)$, a bounded $(\mathcal{G}_t)$-stopping time $\tau$ and find a real number $a$ such that for the strong solution $A$ of the SDE (1.1) with driving Brownian motion $B$ and initial condition $A_0 = a$ we have $A_\tau \sim \nu$.

In order to find a strong solution of the SEP, we transform the FBSDE (1.2) via a time change into an SDE driven by the new Brownian motion $B$. The new SDE allows to characterize the stopping time $\tau$ as a path functional of $B$, and hence to prove Theorem 2.4 (see Section 7 and in particular Theorem 7.1 and Proposition 7.7).

In Section 8 we show that solving the system

\begin{align}
W_s &= \int_0^s \sigma(X_r^{(2)}, Y_r + X_r^{(3)}) \frac{Z_r}{Z_{0,0}} dB_r^{X_r^{(2)}} \\
X_s^{(2)} &= \int_0^s \frac{Z_r}{Z_{0,0}} \sigma^2(X_r^{(2)}, Y_r + X_r^{(3)}) \, dr \\
X_s^{(3)} &= \int_0^s \mu(X_r^{(2)}, Y_r + X_r^{(3)}) \frac{Z_r^2}{\sigma^2(X_r^{(2)}, Y_r + X_r^{(3)})} \, dr \\
Y_s &= g(W_1) - X_1^{(3)} - \int_1^s Z_r \, dW_r
\end{align}

(2.3)

for all $s \in [0, 1]$ and setting $\tau := X_1^{(2)}$ also yields a strong solution. Furthermore, we propose a scheme, based on the system (2.3), to numerically simulate a solution of the SEP (see Section 8).

In the next section we recall some facts concerning decoupling fields and explain the method we use for proving the existence of a unique solution for the FBSDE (1.2).

### 3 The method of decoupling fields

In this section we briefly summarize the key results of the abstract theory of Markovian decoupling fields, we rely on later in the paper. The presented theory is derived from the SLC theory (standing for Standard Lipschitz Conditions) of Chapter 2 of \cite{Fro15} and is proven in \cite{FIP15}.
We consider families \((M, \Sigma, f)\) of measurable functions, more precisely
\[
M : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^n,
\]
\[
\Sigma : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^{n \times d},
\]
\[
f : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^m,
\]
where \(n, m, d \in \mathbb{N}\) and \(T > 0\). Let further \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a \(d\)-dimensional Brownian motion \((W_t)_{t \in [0,T]}\) and denote by \((\mathcal{F}_t)_{t \in [0,T]}\) the augmented Brownian filtration.

For \(x \in \mathbb{R}^n\) and measurable \(\xi : \Omega \rightarrow \mathbb{R}^m\) we consider the FBSDE
\[
X_t = x + \int_0^t M(s, X_s, Y_s, Z_s) \, ds + \int_0^t \Sigma(s, X_s, Y_s, Z_s) \, dW_s,
\]
\[
Y_t = \xi(X_T) + \int_t^T f(s, X_s, Y_s, Z_s) \, ds - \int_t^T Z_s \, dW_s
\]
The aim is to study existence and uniqueness properties of the above FBSDE. The basic idea is to find a "good" function \(u\) such that \(Y_t = u(t, X_t)\), thereby establishing a pathwise relation between the processes \(X\) and \(Y\).

Note that contrary to Chapter 2 of [Fro15] we allow deterministic mappings \(M, \Sigma, f\) and \(\xi : \mathbb{R}^n \rightarrow \mathbb{R}^m\) only. In this, so-called Markovian, case we can somewhat relax the Lipschitz continuity assumptions of Chapter 2 of [Fro15] and still obtain local existence together with uniqueness. What makes the Markovian case so special is the property
\[
"Z_s = u_x(s, X_s) \cdot \Sigma(s, X_s, Y_s, Z_s)"\]
which comes from the fact that \(u\) will also be deterministic. This property allows us to bound \(Z\) by a constant if we assume that \(\Sigma\) and \(u_x\) are bounded. This boundedness of \(Z\) in the Markovian case motivates the following definition, which allows to develop a theory for non-Lipschitz problems.

For a stochastic process \(A : \Omega \times I \rightarrow \mathbb{R}^N\), where \(I\) is an interval in \([0, T]\) and \(N \in \mathbb{N}\), we introduce the norm
\[
\|A\|_{\infty, I} := \text{ess sup}_{(s, \omega) \in I \times \Omega} |A_s(\omega)|
\]
with regard to the product measure \(\lambda \times \mathbb{P}\) and for a function \(f : I \times \mathbb{R}^N \rightarrow \mathbb{R}^M\) with \(N, M \in \mathbb{N}\) we define
\[
\|f\|_{\infty, I} := \sup_{s \in I} \sup_{x \in \mathbb{R}^N} |f(s, \cdot)|.
\]
We simply write \(\|A\|_{\infty, t_1}\) and \(\|f\|_{\infty, t_1}\) if \(I = [t_1, T]\) and \(\|A\|_{\infty}\) and \(\|f\|_{\infty}\) if \(I = [0, T]\).

**Definition 3.1.** Let \(\xi : \mathbb{R}^n \rightarrow \mathbb{R}^m\) be measurable and let \(t \in [0, T]\). We call a function \(u : [t, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^m\) with \(u(t, \cdot) = \xi\) a Markovian decoupling field for \((\xi, (\Sigma, f))\) on \([t, T]\) if for all \(t_1, t_2 \in [t, T]\) with \(t_1 \leq t_2\) and any \(\mathcal{F}_t\)-measurable \(X_{t_1} : \Omega \rightarrow \mathbb{R}^n\) there exist progressive processes \(X, Y, Z\) on \([t_1, t_2]\) such that
- \(X_s = X_{t_1} + \int_{t_1}^s M(r, X_r, Y_r, Z_r) \, dr + \int_{t_1}^s \Sigma(r, X_r, Y_r, Z_r) \, dW_r\) a.s.,
- \(Y_s = Y_{t_2} - \int_{t_2}^s f(r, X_r, Y_r, Z_r) \, dr - \int_{t_2}^s Z_r \, dW_r\) a.s.,
- \(Y_s = u(s, X_s)\) a.s.
for all \( s \in [t_1, t_2] \) and such that \( \|Z\|_{\infty, [t_1, t_2]} < \infty \) holds. In particular, we want all integrals to be well-defined and \( X, Y, Z \) to have values in \( \mathbb{R}^n, \mathbb{R}^m \) and \( \mathbb{R}^{m \times d} \) respectively.

Furthermore, we call a function \( u : [t, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^m \) a Markovian decoupling field for \((\xi, (M, \Sigma, f))\) on \([t, T]\) if \( u \) restricted to \([t', T]\) is a Markovian decoupling field for all \( t' \in [t, T] \).

We refer to the stated property that \( Y_s = u(s, X_s) \) a.s. as the decoupling condition.

In the following we work with weak derivatives. This allows us to obtain variational differentiability (i.e. w.r.t. the dependence on the last component of the processes \( X, Y, Z \) for Lipschitz (or locally Lipschitz) continuous \( M, \Sigma, f, \xi \). We start by fixing notation and giving some definitions:

If \( x \in \mathbb{R}^{m \times d} \) or \( x \in \mathbb{R}^{n \times d} \), the expression \( |x| \) denotes the Frobenius norm of the linear operator \( x \), i.e. the square root of the sum of the squares of its matrix coefficients.

We denote by \( \Lambda \) the set of all \( 1 \times 1 \) matrices, \( \mathbb{R}^{1 \times 1} \), by which we mean the minimum of all \( \lambda \) such that \( \sum_{i,j} |x_{ij}| \leq \lambda \). We remark that weak differentiability for vector valued mappings is defined component-wise.

We denote by \( L_{\xi} := \inf \{ L \geq 0 \mid \|\xi(x) - \xi(x')\| \leq L \|x - x'\| \text{ for all } x, x' \in \mathbb{R}^n \} \),

where \( \inf \emptyset := \infty \). We also set \( L_{\xi} := \infty \) if \( \xi \) is not measurable. \( L_{\xi} < \infty \) implies that \( \xi \) is Lipschitz continuous. For a map \( u : [t, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^m \) we define \( L_{u,x} := \sup_{s \in [t,T]} L_{u(s,.)} \).

Now, consider a mapping \( X : \mathcal{M} \times \Lambda \rightarrow \mathbb{R} \), where \( (\mathcal{M}, \Lambda, \rho) \) is some measure space with finite measure \( \rho \) and \( \Lambda \subseteq \mathbb{R}^N \) is open, \( N \in \mathbb{N} \). We say that \( X \) is weakly differentiable w.r.t. the parameter \( \lambda \in \Lambda \), if for almost all \( \omega \in \mathcal{M} \) the mapping \( X(\omega, \cdot) : \Lambda \rightarrow \mathbb{R} \) is weakly differentiable. This means that there exists a mapping \( \partial_{\lambda} X : \mathcal{M} \times \Lambda \rightarrow \mathbb{R}^{1 \times 1} \) such that

\[
\int_{\Lambda} \varphi(\lambda) \partial_{\lambda} X(\omega, \lambda) \, d\lambda = -\int_{\Lambda} X(\omega, \lambda) \partial_{\lambda} \varphi(\lambda) \, d\lambda, \tag{3.1}
\]

for any real valued test function \( \varphi \in C^\infty_c(\Lambda) \), for almost all \( \omega \in \mathcal{M} \). In particular, \( X(\omega, \cdot) \) and the weak derivative \( \partial_{\lambda} X(\omega, \cdot) \) have to be locally integrable for a.a. \( \omega \). This of course includes measurability w.r.t. \( \lambda \) for almost every fixed \( \omega \).

We remark that weak differentiability for vector valued mappings is defined component-wise. We refer to Section 2.1.2 of [Fro15] for more on weak derivatives.

Note that if \( u_{a,x} \) is a Markovian decoupling field for \( (\xi, (M, \Sigma, f)) \) and even classically differentiable

\[
\text{for all } s \in [t_1, t_2] \text{ and such that } \|Z\|_{\infty, [t_1, t_2]} < \infty \text{ holds. In particular, we want all integrals to be well-defined and } X, Y, Z \text{ to have values in } \mathbb{R}^n, \mathbb{R}^m \text{ and } \mathbb{R}^{m \times d} \text{ respectively. If not otherwise specified we refer to } \partial_{\lambda} X : \mathcal{M} \times \Lambda \rightarrow \mathbb{R}^{1 \times 1} \text{ such that}
\]

\[
\int_{\Lambda} \varphi(\lambda) \partial_{\lambda} X(\omega, \lambda) \, d\lambda = -\int_{\Lambda} X(\omega, \lambda) \partial_{\lambda} \varphi(\lambda) \, d\lambda, \tag{3.1}
\]

for any real valued test function \( \varphi \in C^\infty_c(\Lambda) \), for almost all \( \omega \in \mathcal{M} \). In particular, \( X(\omega, \cdot) \) and the weak derivative \( \partial_{\lambda} X(\omega, \cdot) \) have to be locally integrable for a.a. \( \omega \). This of course includes measurability w.r.t. \( \lambda \) for almost every fixed \( \omega \).

We denote by \( L_{\Sigma,z} \) the Lipschitz constant of \( \Sigma \) w.r.t. the dependence on the last component \( z \) (and w.r.t. the Frobenius norms on \( \mathbb{R}^{m \times d} \) and \( \mathbb{R}^{n \times d} \), by which we mean the minimum of all Lipschitz constants or \( \infty \) in case \( \Sigma \) is not Lipschitz continuous in \( z \). In case \( L_{\Sigma,z} < \infty \) we denote by \( L_{\Sigma,z}^{-1} = \frac{1}{L_{\Sigma,z}} \) the value \( \frac{1}{L_{\Sigma,z}} \) if \( L_{\Sigma,z} > 0 \) and \( \infty \) otherwise.

We write \( \mathbb{E}_{t \mid \mathcal{F}_t}[X] \) for \( \text{esssup } \mathbb{E}[X | \mathcal{F}_t] \) in the following definition:

**Definition 3.2.** Let \( u : [t, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^m \) be a Markovian decoupling field for \((\xi, (M, \Sigma, f))\). We call \( u \) weakly regular, if \( L_{u,x} < L_{\Sigma,x}^{-1} \) and \( \sup_{s \in [t,T]} |u(s,0)| < \infty \).

Furthermore, we call a weakly regular \( u \) strongly regular if for all fixed \( t_1, t_2 \in [t, T] \), \( t_1 \leq t_2 \), the processes \( X, Y, Z \) arising in the defining property of a Markovian decoupling field are a.e. unique.
for each constant initial value $X_{t_1} = x \in \mathbb{R}^n$ and satisfy

$$\sup_{se[t_1,t_2]} \mathbb{E}_{t_1,\infty}[|X_s|^2] + \sup_{se[t_1,t_2]} \mathbb{E}_{t_1,\infty}[|Y_s|^2] + \mathbb{E}_{t_1,\infty}\left[\int_{t_1}^{t_2} |Z_s|^2 \, ds\right] < \infty \quad \forall x \in \mathbb{R}^n. \quad (3.2)$$

In addition $X, Y, Z$ must be measurable as functions of $(x, s, \omega)$ and even weakly differentiable w.r.t. $x \in \mathbb{R}^n$ such that for every $s \in [t_1, t_2]$ the mappings $X_s$ and $Y_s$ are measurable functions of $(x, \omega)$ and even weakly differentiable w.r.t. $x$ such that

$$\text{ess sup}_{x \in \mathbb{R}^n} \sup_{\omega \in S^{n-1}} \sup_{se[t_1,t_2]} \mathbb{E}_{t_1,\infty} \left[\left|\frac{\partial}{\partial x} X_s\right|_v^2\right] < \infty,$$

$$\text{ess sup}_{x \in \mathbb{R}^n} \sup_{\omega \in S^{n-1}} \sup_{se[t_1,t_2]} \mathbb{E}_{t_1,\infty} \left[\left|\frac{\partial}{\partial x} Y_s\right|_v^2\right] < \infty,$$

$$\text{ess sup}_{x \in \mathbb{R}^n} \sup_{\omega \in S^{n-1}} \sup_{se[t_1,t_2]} \mathbb{E}_{t_1,\infty} \left[\int_{t_1}^{t_2} \left|\frac{\partial}{\partial x} Z_s\right|_v^2 \, ds\right] < \infty, \quad (3.3)$$

where $S^{n-1}$ is the $(n - 1)$-dimensional sphere.

We say that a Markovian decoupling field $u$ on $[t, T]$ is strongly regular on a subinterval $[t_1, t_2] \subseteq [t, T]$ if $u$ restricted to $[t_1, t_2]$ is a strongly regular Markovian decoupling field for $(u(t_2, \cdot), (M, \Sigma, f))$. Furthermore, we say that a Markovian decoupling field $u : (t, T] \times \mathbb{R}^n \to \mathbb{R}^m$

- is weakly regular if $u$ restricted to $[t', T]$ is weakly regular for all $t' \in (t, T]$,
- is strongly regular if $u$ restricted to $[t', T]$ is strongly regular for all $t' \in (t, T]$.

For the following class of problems an existence and uniqueness theory is developed:

**Definition 3.3.** We say that $\xi, M, \Sigma, f$ satisfy modified local Lipschitz conditions (MLLC) if

- $M, \Sigma, f$ are
  - Lipschitz continuous in $x, y, z$ on sets of the form $[0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times B$, where $B \subset \mathbb{R}^{m \times d}$ is an arbitrary bounded set
  - and such that $\|M(\cdot, 0, 0, 0)\|_\infty, \|f(\cdot, 0, 0, 0)\|_\infty, \|\Sigma(\cdot, \cdot, \cdot, 0)\|_\infty, L_{\Sigma, z} < \infty$,
- $\xi : \mathbb{R}^n \to \mathbb{R}^m$ satisfies $L_\xi < L_{\Sigma, z}^{-1}$.

The following natural concept introduces a type of Markovian decoupling field for non-Lipschitz problems (non-Lipschitz in $z$), to which nevertheless standard Lipschitz results can be applied.

**Definition 3.4.** Let $u$ be a Markovian decoupling field for $(\xi, (M, \Sigma, f))$. We call $u$ controlled in $z$ if there exists a constant $C > 0$ such that for all $t_1, t_2 \in [t, T)$, $t_1 \leq t_2$, and all initial values $X_{t_1}$, the corresponding processes $X, Y, Z$ from the definition of a Markovian decoupling field satisfy $|Z_s(\omega)| \leq C$, for almost all $(s, \omega) \in [t, T] \times \Omega$. If for a fixed triple $(t_1, t_2, X_{t_1})$ there are different choices for $X, Y, Z$, then all of them are supposed to satisfy the above control.

We say that a Markovian decoupling field $u$ on $[t, T]$ is controlled in $z$ on a subinterval $[t_1, t_2] \subseteq [t, T]$ if $u$ restricted to $[t_1, t_2]$ is a Markovian decoupling field for $(u(t_2, \cdot), (M, \Sigma, f))$ that is controlled in $z$.

Furthermore, we call a Markovian decoupling field on an interval $(s, T]$ controlled in $z$ if it is controlled in $z$ on every compact subinterval $[t, T] \subseteq (s, T]$ (with $C$ possibly depending on $t$).
Definition 3.5. Let $I_{\text{max}}^M \subseteq [0, T]$ for $(\xi, (M, \Sigma, f))$ be the union of all intervals $[t, T] \subseteq [0, T]$ such that there exists a weakly regular Markovian decoupling field $u$ on $[t, T]$.

Theorem 3.6 (Existence and uniqueness on a maximal interval, Theorem 3.21 in [FIP15].) Let $M, \Sigma, f, \xi$ satisfy MLLC. Then there exists a unique weakly regular Markovian decoupling field $u$ on $I_{\text{max}}^M$. This $u$ is also controlled in $z$, strongly regular and continuous. Furthermore, either $I_{\text{max}}^M = [0, T]$ or $I_{\text{max}}^M = (t_{\text{min}}^M, T)$, where $0 \leq t_{\text{min}}^M < T$.

Existence of weakly regular decoupling fields implies existence and uniqueness of classical solutions:

Lemma 3.7 (Theorem 3.18 in [FIP15].) Let $M, \Sigma, f, \xi$ satisfy MLLC and assume that there exists a weakly regular Markovian decoupling field $u$ on some interval $[t, T]$. Then for any initial condition $X_t = x \in \mathbb{R}^n$ there is a unique solution $(X, Y, Z)$ of the FBSDE on $[t, T]$ such that

$$\sup_{s \in [t, T]} \mathbb{E}[|X_s|^2] + \sup_{s \in [t, T]} \mathbb{E}[|Y_s|^2] + |Z|_{\infty, t} < \infty.$$ 

The following result basically states that for a singularity $t_{\text{min}}^M$ to occur $\partial_x u$ has to "explode" at $t_{\text{min}}^M$. It is the key to showing well-posedness for particular problems via contradiction.

Lemma 3.8 (Lemma 3.22 in [FIP15].) Let $M, \Sigma, f, \xi$ satisfy MLLC. If $I_{\text{max}}^M = (t_{\text{min}}^M, T)$, then

$$\lim_{t_{\text{min}}^M \downarrow t} L_{u(t, \cdot)} = L_{\Sigma, z}^{-1},$$

where $u$ is the unique weakly regular Markovian decoupling field from Theorem 3.6.

In the following sections we will use the aforementioned theoretical results to study the solvability and regularity of system (1.2). This FBSDE naturally implies parameter functions $M, \Sigma, f$ and $\xi$ such that $n = 3, d = m = 1$ and $T = 1$. Note that in our case $f$ vanishes, while $\Sigma$ is, in some sense, degenerate. We have $L_{\Sigma, z} = 0$ and $L_{\Sigma, z}^{-1} = \infty$. Our aim is to rigorously conduct the following steps and arguments: Considering the maximal interval $I_{\text{max}}^M$ associated with our problem, we employ Theorem 3.6 to obtain a decoupling field $u$ on an arbitrary non-empty interval $[t, T] \subseteq I_{\text{max}}^M$ such that $u$ is Lipschitz continuous in $x$ with a Lipschitz constant possibly depending on $t$. By studying the object $\partial_x u(s, X_s)$ we derive a bound for the Lipschitz constant of $u$ which is independent of $t$. The final step is to use Lemma 3.8 to conclude that the case $I_{\text{max}}^M = (t_{\text{min}}^M, T]$ cannot be fulfilled and hence, by Theorem 3.6 $I_{\text{max}}^M = [0, T]$ must hold, which means that our FBSDE has a solution.

4 Gradient dynamics of the decoupling field

In this section we investigate the dynamics of the spatial gradient of the decoupling field for the FBSDE (1.2). Based on the findings of this section we will derive, in the subsequent section, a uniform bound for the Lipschitz constant of the decoupling field.

Let $g, \mu$ and $\sigma$ be differentiable, $\sigma \geq \varepsilon > 0$ and $g', \frac{\partial g}{\partial x}, \frac{\partial g}{\partial \mu}, \frac{\partial g}{\partial \sigma}$ as well as $\frac{\partial \sigma}{\partial x}$ be bounded.

It is straightforward to verify that the associated FBSDE satisfies (MLLC) such that the theory of the previous section is applicable. By Theorem 3.6 the maximal interval $I_{\text{max}}^M$ contains an interval $[t, 1]$ with $t < 1$. Let $x \in \mathbb{R}^3$ and denote by $X = (X^{(1)}, X^{(2)}, X^{(3)})^\top, Z, Y$ the solution of the FBSDE (1.2) on $[t, 1]$ with initial condition $(X^{(1)}_t, X^{(2)}_t, X^{(3)}_t) = x$. Moreover, denote by $u$ the decoupling field associated to the FBSDE (1.2). From Theorem 3.6 we also know that the partial derivatives $\partial_{x_1} u, \partial_{x_2} u, \partial_{x_3} u$ and the process $Z$ are bounded on $[t, 1]$. 
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For shorter notation we define for all $s \in [t, 1]$

$$\sigma_s := \sigma(X_s^{(2)}, Y_s + X_s^{(3)}), \quad \mu_s := \mu(X_s^{(2)}, Y_s + X_s^{(3)}),$$

$$\sigma_{t,s} := \partial_t \sigma(X_s^{(2)}, Y_s + X_s^{(3)}), \quad \sigma_{a,s} := \partial_a \sigma(X_s^{(2)}, Y_s + X_s^{(3)}),$$

$$\mu_{t,s} := \partial_t \mu(X_s^{(2)}, Y_s + X_s^{(3)}), \quad \mu_{a,s} := \partial_a \mu(X_s^{(2)}, Y_s + X_s^{(3)}).$$

and

$$u_s^{(1)} := \partial_{x_1} u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}),$$

$$u_s^{(2)} := \partial_{x_2} u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}),$$

$$u_s^{(3)} := \partial_{x_3} u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}).$$

In the following we refer to $u^{(1)}, u^{(2)}, u^{(3)}$ as the gradient processes associated to the initial value $x$ at time $t$. The next result describes the dynamics of the gradient processes. For its derivation we first argue that the processes are Itô processes and then match the coefficients appropriately. In contrast to the approach of [FIP15], we do not explicitly compute the dynamics of the inverse of the Jacobi matrix of $X$.

**Lemma 4.1.** Let $g, \mu$ and $\sigma$ be differentiable, $\sigma \geq \varepsilon > 0$ and $g', \frac{\mu}{\sigma^2}, \frac{\partial \mu}{\sigma^2}, \frac{\partial \sigma}{\sigma^2}$ as well as $\frac{\partial^2 \sigma}{\sigma^2}$ be bounded. Then the gradient processes $u^{(1)}, u^{(2)}$ and $u^{(3)}$ have the dynamics

$$u_s^{(1)} = g' (X_1^{(1)}) + \int_s^1 u_r^{(1)} \frac{Z_r^2}{\sigma_r^2} \left( u_r^{(3)} \left( \mu_{a,r} - 2 \mu_r \frac{\sigma_{a,r}}{\sigma_r} \right) - 2 u_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) \mathrm{d}r - \int_s^1 \tilde{Z}_r^{(1)} \mathrm{d} \tilde{W}_r,$$

$$u_s^{(2)} = \int_s^1 u_r^{(3)} \frac{Z_r^2}{\sigma_r^2} \left( u_r^{(2)} \frac{\mu_{a,r}}{\sigma_r} + \mu_r \right) - \frac{Z_r^2}{\sigma_r^2} \left( \frac{\sigma_r}{\sigma_r} + u_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) \left( u_r^{(2)} + u_r^{(3)} \mu_r \right) \mathrm{d}r - \int_s^1 \tilde{Z}_r^{(2)} \mathrm{d} \tilde{W}_r,$$

$$u_s^{(3)} = -1 + \int_s^1 \left( u_r^{(3)} + 1 \right) \frac{Z_r^2}{\sigma_r^2} \left( u_r^{(3)} \frac{\mu_{a,s}}{\sigma_r} - 2 \frac{\sigma_{a,r}}{\sigma_r} \left( u_r^{(2)} + u_r^{(3)} \mu_r \right) \right) \mathrm{d}r - \int_s^1 \tilde{Z}_r^{(3)} \mathrm{d} \tilde{W}_r,$$

for all $s \in [t, 1]$, where $\tilde{Z}^{(1)}, \tilde{Z}^{(2)}, \tilde{Z}^{(3)}$ are locally square integrable processes. Moreover, the process

$$\tilde{W}_s := W_s - \int_t^s \frac{Z_r}{\sigma_r^2} \left( u_r^{(2)} + u_r^{(3)} \mu_r \right) \mathrm{d}r$$

is a Brownian motion under an equivalent probability measure, and the Jacobi matrix

$$\partial_x X_s := \begin{pmatrix}
\partial_{x_1} X_s^{(1)} & \partial_{x_2} X_s^{(1)} & \partial_{x_3} X_s^{(1)} \\
\partial_{x_1} X_s^{(2)} & \partial_{x_2} X_s^{(2)} & \partial_{x_3} X_s^{(2)} \\
\partial_{x_1} X_s^{(3)} & \partial_{x_2} X_s^{(3)} & \partial_{x_3} X_s^{(3)}
\end{pmatrix}$$

is invertible for every $s \in [t, 1]$ almost surely.

**Proof.** For $x' = (x_1', x_2', x_3')^\top \in \mathbb{R}^3$, $y, z \in \mathbb{R}$ we define

$$M \left( x', y, z \right) := \begin{pmatrix}
0 & \frac{z^2}{\sigma(x_2'+y+x_3')} \\
\mu (x_2'+y+x_3') & 0
\end{pmatrix}, \quad \Sigma := \begin{pmatrix}
1 \\
0
\end{pmatrix}$$

and

$$\xi (x') := g(x') - x'_3.$$
Then
\[ X_s = x + \int_t^s M(X_r, Y_r, Z_r) \, dr + \int_t^s \Sigma \, dW_r \]
and
\[ Y_s = \xi(X_1) - \int_s^1 Z_r \, dW_r. \]

Now, define a stopping time \( \tau \) via
\[ \tau := \inf \{ s \in [t, 1] | \det (\partial_x X_s) \leq 0 \} \land 1. \]

Notice that \( \tau > t \) since \( \det (\partial_x X_t) = 1 \). For all \( s \in [t, \tau) \) we have that \( \partial_x X_s \) is invertible with \( (\partial_x X_s)^{-1} \) being an Itô process. By setting
\[ U_s := \partial_x u(s, X_s) = \left( \partial_{x_1} u, \partial_{x_2} u, \partial_{x_3} u \right)(s, X_s) \]
which is the gradient process we get
\[ \partial_x Y_s = U_s \cdot \partial_x X_s \]
for all \( s \in [t, \tau) \) by the chain rule in Lemma A.3.1 in [Fro15]. Hence, \( U_s = \partial_x Y_s \cdot (\partial_x X_s)^{-1} \) is an Itô process and thus there exist \((b_s)\) and \((\tilde{Z}_s)\) such that
\[ U_s = U_1 + \int_s^\tau b_r \, dr - \int_s^\tau \tilde{Z}_r \, dW_r \]
for all \( s \in [t, \tau) \).

For the following we also introduce for an Itô process \( I_s = I_0 + \int_0^s i_r \, dr + \int_0^s j_r \, dW_r \) the two operators \( D^I \) and \( D^w \) defined via \((D^I I)_s := i_s\) and \((D^w I)_s := j_s\). Using this notation we have
\[ \partial_x Z_s = D^w \partial_x Y_s \]
\[ = D^w (U_s \cdot \partial_x X_s) \]
\[ = U_s \cdot D^w \partial_x X_s + D^w U_s \cdot \partial_x X_s. \]

Since \( D^w \partial_x X_s = 0 \), we further obtain \( \partial_x Z_s = \tilde{Z}_s \cdot \partial_x X_s \) and thus we get
\[ \tilde{Z}_s = \partial_x Z_s \cdot (\partial_x X_s)^{-1} \]
for all \( s \in [t, \tau) \). Also,
\[ \partial_x \left[ M(X_s, Y_s, Z_s) \right] \]
\[ = \partial_x M(X_s, Y_s, Z_s) \partial_x X_s + \partial_y M(X_s, Y_s, Z_s) \partial_x Y_s + \partial_z M(X_s, Y_s, Z_s) \partial_x Z_s \]
\[ = \partial_x M(X_s, Y_s, Z_s) \partial_x X_s + \partial_y M(X_s, Y_s, Z_s) U_s \partial_x X_s + \partial_z M(X_s, Y_s, Z_s) \tilde{Z}_s \partial_x X_s \]
and
\[ 0 = D^I \partial_x Y_s = D^I (U_s \partial_x X_s) = -b_s \cdot \partial_x X_s + U_s \cdot \partial_x \left[ M(X_s, Y_s, Z_s) \right] \]
yielding
\[ b_s = U_s \left[ \partial_x M(X_s, Y_s, Z_s) + \partial_y M(X_s, Y_s, Z_s) U_s + \partial_z M(X_s, Y_s, Z_s) \tilde{Z}_s \right] \]
for all \( s \in [t, \tau) \) with

\[
\partial_x M(x, y, z) = \begin{pmatrix}
0 & -2z^2 \frac{\partial \sigma(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} & -2z^2 \frac{\partial \alpha(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} \\
0 & \frac{\partial \mu(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} - \frac{\partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} & \frac{\partial \mu(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} - \frac{2 \partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} \\
0 & \frac{\partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} - \frac{2 \partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} & \frac{\partial \mu(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} - \frac{2 \partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} \\
\end{pmatrix}^T,
\]

\[
\partial_y M(x, y, z) = \begin{pmatrix}
0 & \frac{\partial \mu(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} - \frac{\partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} & \frac{\partial \mu(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} - \frac{2 \partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} \\
\end{pmatrix},
\]

\[
\partial_z M(x, y, z) = \begin{pmatrix}
0 \\
\frac{\partial \mu(x_2, y + x_3)}{\sigma^2(x_2, y + x_3)} - \frac{2 \partial \alpha(x_2, y + x_3)}{\sigma^3(x_2, y + x_3)} \\
\end{pmatrix},
\]

being the derivatives of \( M \).

Next we turn our attention to the question whether \( \partial_x X \) is invertible. We use that on the interval \([t, 1]\) the processes \( U \) and \( Z \) as well as the functions \( \frac{1}{\sigma}, \frac{\mu}{\sigma}, \frac{\partial \mu}{\partial x}, \frac{\partial \mu}{\partial y}, \frac{\partial \alpha}{\partial x} \) and \( \frac{\partial \alpha}{\partial y} \) are bounded, giving that \( \partial_x M(X_r, Y_r, Z_r), \partial_y M(X_r, Y_r, Z_r), U_r \) and \( \partial_z M(X_r, Y_r, Z_r) \) are bounded, too. Thus, there exist some bounded processes \( \alpha \) and \( \beta \) depending on \( U, X, Y \) and \( Z \), such that for every stopping time \( \tilde{\tau} < \tau \), \( i = 1, 2, 3 \) and \( s \in [t, 1] \) the process \( u_s^{(i)} \) has dynamics

\[
u_s^{(i)} = u_t^{(i)} + \int_t^s \left( \alpha_r^{(i)} + \beta_r^{(i)} \cdot \tilde{Z}_r \right) \mathbb{1}_{\{r < \tilde{\tau}\}} \, dr + \int_t^s \tilde{Z}_r^{(i)} \mathbb{1}_{\{r < \tilde{\tau}\}} \, dW_r.
\]

Standard results on linear BSDEs (see e.g. Theorem A.1.11 in \([\text{Fro15}]\)) yield, for every stopping time \( \tilde{\tau} < \tau \) and \( i = 1, 2, 3 \), that \( \tilde{Z}^{(i)} \) has a bounded BMO(P)-norm which is independent of \( \tilde{\tau} \). Hence,

\[
E \left[ \int_t^{\tilde{\tau}} |\tilde{Z}_r|^2 \, dr \right] < \infty. \quad (4.2)
\]

Now observe that

\[
\partial_x X_s = \text{Id} + \int_t^s \partial_x M(X_r, Y_r, Z_r) \, dr
\]

\[
= \text{Id} + \int_t^s \left[ \partial_x M(X_r, Y_r, Z_r) + \partial_y M(X_r, Y_r, Z_r) U_r + \partial_z M(X_r, Y_r, Z_r) \tilde{Z}_r \right] \partial_x X_r \, dr
\]

implying that

\[
\partial_x X_s = \exp \left( \int_t^s \left[ \partial_x M(X_r, Y_r, Z_r) + \partial_y M(X_r, Y_r, Z_r) U_r + \partial_z M(X_r, Y_r, Z_r) \tilde{Z}_r \right] \, dr \right).
\]

Together with Inequality (4.2) this implies that \( \partial_x X_s \) is invertible for all \( s \in [t, \tau] \), which again yields that \( \tau = 1 \) and \( \partial_x X \) is invertible on the whole interval \([t, 1]\).
What remains to do is to calculate the explicit dynamics of $U$. Observe that

$$\begin{align*}
b_s & = U_s \left[ \partial_x M (X_s, Y_s, Z_s) + \partial_y M (X_s, Y_s, Z_s) U_s + \partial_z M (X_s, Y_s, Z_s) \tilde{Z}_s \right] \\
& = \left( u_s^{(1)}, u_s^{(2)}, u_s^{(3)} \right) \begin{pmatrix}
0 & 0 & 0 \\
0 & -2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s} & -2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s} \\
0 & -2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s} & -2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s}
\end{pmatrix} \\
& \quad + \left( -2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s} \right) \begin{pmatrix}
(1) \\
(2) \\
(3)
\end{pmatrix}
\begin{pmatrix}
0 \\
-2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s} \\
-2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s}
\end{pmatrix} + \begin{pmatrix}
0 \\
-2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s} \\
-2 \frac{Z_s^2}{\sigma_s^2} \sigma_{a,s}
\end{pmatrix} \begin{pmatrix}
\tilde{Z}_s^{(1)} \\
\tilde{Z}_s^{(2)} \\
\tilde{Z}_s^{(3)}
\end{pmatrix}
\end{align*}$$

Using that $Y_1 = \xi (X_1)$ and hence $U_1 = \nabla \xi (X_1)$ we obtain for the gradient processes the dynamics

$$\begin{align*}
u_s^{(1)} & = g' (X_1^{(1)}) + \int_s^1 u_r^{(1)} \frac{Z_r^2}{\sigma_r^2} \left( u_r^{(3)} \left( \mu_{a,r} - 2 \frac{\sigma_a r}{\sigma_r} \right) - 2 u_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) dr - \int_s^1 \tilde{Z}_r^{(1)} d\tilde{W}_r \\
u_s^{(2)} & = 0 + \int_s^1 u_r^{(2)} \left( \mu_{a,r} - 2 \frac{\sigma_a r}{\sigma_r} \right) dr - \int_s^1 \tilde{Z}_r^{(2)} d\tilde{W}_r \\
u_s^{(3)} & = -1 + \int_s^1 u_r^{(3)} + 1 \right) \frac{Z_r^2}{\sigma_r^2} u_r^{(3)} \left( \mu_{a,r} - 2 \frac{\sigma_a r}{\sigma_r} \right) dr - \int_s^1 \tilde{Z}_r^{(3)} d\tilde{W}_r,
\end{align*}$$

where $\tilde{W}_s := W_s - \int_s^1 \frac{2Z_r^2}{\sigma_r^2} \left( u_r^{(2)} + u_r^{(3)} \right) dr$ for all $s \in [t, 1]$. Since furthermore $\frac{2Z_r^2}{\sigma_r^2} \left( u_r^{(2)} + u_r^{(3)} \right)$ is bounded for all $s \in [t, 1]$, where $t \in I_{\text{max}}^M$, we get by Girsanov’s theorem that $\tilde{W}$ is a Brownian motion for an equivalent probability measure.

### 5 Bounding the gradient of the decoupling field

In this chapter we use the notations and definitions of Chapter 4. In the following we derive bounds for the gradient processes that do not depend on the starting time $t \in I_{\text{max}}^M$ and initial value $x \in \mathbb{R}^3$. In particular, we obtain global estimates for the space derivatives $\partial_i u, i \in \{1, 2, 3\},$ of the decoupling field $u$. By appealing to Lemma 3.8 we then conclude that FBSDE (1.2) has a solution on the whole interval $[0, 1]$.!

**Lemma 5.1.** Assume that $g, \mu$ and $\sigma$ are differentiable, $\sigma \geq \varepsilon > 0$ and $g', \frac{\mu}{\sigma}, \frac{\sigma_a}{\sigma}$, $\frac{\partial g}{\partial \sigma}$, $-\frac{\partial g}{\partial \sigma}$ are bounded. Let $u$ be the unique decoupling field to FBSDE (1.2) on $I_{\text{max}}^M$.

Furthermore, let $t \in I_{\text{max}}^M, x \in \mathbb{R}^3$ and $(X^{(1)}, X^{(2)}, X^{(3)}, Y, Z)$ be the solution of FBSDE (1.2) with initial condition $x$ at time $t$, and let $u^{(1)}, u^{(2)}, u^{(3)}$ be the associated gradient processes. Then
for $s \in [t, 1]$

$$|Z_s| \leq \sup_{r \in [s, 1]} \sup_{x \in \mathbb{R}^3} |\partial_{x_1} u(r, x)| \quad \text{a.s.}$$

and in particular $\|Z\|_{x, t} \leq \|\partial_{x_1} u\|_{x, t}$.

Furthermore, if the weak derivative $\partial_{x_1} u$ has a version whose restriction to the set $[t, 1] \times \mathbb{R}^3$ is continuous in the first two components $t$ and $x_1$, and $\partial_{x_1} u$ is bounded, then

$$Z_s(\omega) = \partial_{x_1} u \left( s, X_s^{(1)}(\omega), X_s^{(2)}(\omega), X_s^{(3)}(\omega) \right) = u_s^{(1)}(\omega)$$

for almost all $(s, \omega) \in [t, 1] \times \Omega$.

**Proof.** Observe that with Itô’s formula we get for $h > 0$ and $s, s + h \in [t, 1]$

$$\frac{1}{h} \mathbb{E} [Y_{s+h}(W_{s+h} - W_s) | \mathcal{F}_s] = \frac{1}{h} \mathbb{E} \left[ \int_s^{s+h} Y_r \, dW_r + \int_s^{s+h} (W_r - W_s) Z_r \, dW_r + \int_s^{s+h} Z_r \, dr \bigg| \mathcal{F}_s \right]$$

$$= \frac{1}{h} \mathbb{E} \left[ \int_s^{s+h} Z_r \, dr \bigg| \mathcal{F}_s \right]$$

$$\to Z_s \quad \text{a.s. for } h \to 0.$$  

On the other hand we get, using the decoupling condition $Y_r = u \left( r, X_r^{(1)}, X_r^{(2)}, X_r^{(3)} \right)$, that

$$Y_{s+h}(W_{s+h} - W_s)$$

$$= u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) (W_{s+h} - W_s)$$

$$= u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) (W_{s+h} - W_s)$$

$$+ \left( u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_s^{(3)} \right) \right) (W_{s+h} - W_s)$$

$$+ \left( u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) \right) (W_{s+h} - W_s).$$ (5.1)

At first let us take a look at the third summand on the right hand side of (5.1). Since $u$ is Lipschitz continuous in its fourth argument on $[t, 1]$ with some constant $L_{u,x_3}$ that might depend on $t$ and since furthermore $X_{s+h}^{(3)} = X_s^{(3)} + \int_s^{s+h} \mu_r \frac{Z_r^2}{\sigma^2(X_r^{(2)}, Y_r + X_r^{(3)})} \, dr$ we can estimate the absolute value of the third summand against

$$\frac{1}{h} \mathbb{E} \left[ \left| u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_s^{(3)} \right) \right| (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]$$

$$\leq \frac{1}{h} \mathbb{E} \left[ \left| u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) \right| (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]$$

$$\leq \frac{1}{h} \mathbb{E} \left[ L_{u,x_3} \int_s^{s+h} \mu_r \frac{Z_r^2}{\sigma^2(X_r^{(2)}, Y_r + X_r^{(3)})} \, dr \bigg| \mathcal{F}_s \right]$$

$$\leq \frac{1}{h} L_{u,x_3} \left\| \frac{\mu}{\sigma^2} \right\|_\infty \mathbb{E} \left[ \left| W_{s+h} - W_s \right| \bigg| \mathcal{F}_s \right],$$

which clearly goes to 0 as $h \to 0$ because $\left\| \frac{\mu}{\sigma^2} \right\|_\infty$ and $\|Z\|_{x, t}$ are finite on $[t, 1]$. 


With analogous arguments we also get that
\[
\frac{1}{h} \left| \mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u \left( s + h, X_s^{(1)}, X_s^{(2)}, X_s^{(3)} \right) \right] (W_{s+h} - W_s) \right|_{\mathcal{F}_s} \leq \frac{1}{h} \mathbb{E} \left[ L_u^{L} \int_{s}^{s+h} \frac{Z_r^2}{\sigma^2(X_r^{(2)}, Y_r + X_r^{(3)})} \, dr \right] |W_{s+h} - W_s|_{\mathcal{F}_s} \leq \frac{1}{h} L_u^{L} \mathbb{E} \left[ \|Z\|^2_{2,s,t} e^{-2/\varepsilon} \mathbb{E} \left[ |W_{s+h} - W_s|_{\mathcal{F}_s} \right] \right] \to 0 \text{ a.s. for } h \to 0,
\]
where $L_u^{L}$ is the Lipschitz constant of $u$ in the third argument on the time interval $[t, 1]$.

Now consider the remaining first term on the right hand side of Equation (5.1). For this remember

- $X_s^{(1)}, X_s^{(2)}, X_s^{(3)}$ are $\mathcal{F}_s$ measurable,
- $\dot{X}_{s+h}^{(1)} = X_{s+1}^{(1)} + (W_{s+h} - W_s)$,
- $W_{s+h} - W_s$ is independent of $\mathcal{F}_s$,
- $u$ is deterministic, i.e. is a function of $(s, x^{(1)}, x^{(2)}, x^{(3)}) \in [t, 1] \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$ only.

Using integration by parts these properties imply
\[
\mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) (W_{s+h} - W_s) \right]_{\mathcal{F}_s} = \int_{\mathbb{R}} u \left( s + h, X_{s+1}^{(1)} + z \sqrt{h}, X_{s+1}^{(2)}, X_{s+1}^{(3)} \right) \sqrt{h} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} z^2} \, dz = \int_{\mathbb{R}} \partial_{x_1} u \left( s + h, X_{s+1}^{(1)} + z \sqrt{h}, X_{s+1}^{(2)}, X_{s+1}^{(3)} \right) h \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} z^2} \, dz.
\]

Hence
\[
\frac{1}{h} \mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) (W_{s+h} - W_s) \right]_{\mathcal{F}_s} = \int_{\mathbb{R}} \partial_{x_1} u \left( s + h, X_{s+1}^{(1)} + z \sqrt{h}, X_{s+1}^{(2)}, X_{s+1}^{(3)} \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} z^2} \, dz \leq \int_{\mathbb{R} \times \mathbb{R}^3} \sup_{x \in \mathbb{R}^3} \left| \partial_{x_1} u(s + h, x) \right| \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} z^2} \, dz = \sup_{x \in \mathbb{R}^3} \left| \partial_{x_1} u(s + h, x) \right|.
\]
Putting everything together we get

\[
|Z_s| = \lim_{h \to 0} \left| \frac{1}{h} \mathbb{E} \left[ \int_s^{s+h} Z_r \, dr \bigg| \mathcal{F}_s \right] \right|
\]

\[
= \lim_{h \to 0} \left| \frac{1}{h} \mathbb{E} \left[ Y_{s+h}(W_{s+h} - W_s) \bigg| \mathcal{F}_s \right] \right|
\]

\[
= \lim_{h \to 0} \left| \frac{1}{h} \mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s}^{(3)} \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right] \right|
\]

\[
+ \frac{1}{h} \mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s}^{(3)} \right) - u \left( s + h, X_{s}^{(1)}, X_{s}^{(2)}, X_{s}^{(3)} \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]
\]

\[
+ \frac{1}{h} \mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s}^{(3)} \right) - u \left( s, X_{s}^{(1)}, X_{s}^{(2)}, X_{s}^{(3)} \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]
\]

\[
\leq \limsup_{h \to 0} \sup_{x \in \mathbb{R}^d} |\partial_x u(s + h, x)| + |0| + |0|
\]

\[
\leq \sup_{r \in [s,1]} |\partial_x u(r, x)|.
\]

If we have that \( \partial_x u \) is continuous in the first two arguments, we can derive, by using dominated convergence since \( u^{(1)} \) is bounded on \([t, 1]\), the more precise result

\[
Z_s = \lim_{h \to 0} \frac{1}{h} \mathbb{E} \left[ u \left( s + h, X_{s+h}^{(1)}, X_{s+h}^{(2)}, X_{s}^{(3)} \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]
\]

\[
= \int_{\mathbb{R}^d} \lim_{h \to 0} \partial_x u \left( s + h, X_{s}^{(1)} + z \sqrt{h}, X_{s}^{(2)}, X_{s}^{(3)} \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} z^2} \, dz
\]

\[
= \partial_x u \left( s, X_{s}^{(1)}, X_{s}^{(2)}, X_{s}^{(3)} \right)
\]

almost surely. \( \Box \)

To obtain estimates for the gradient processes we use the following result.

**Lemma 5.2** (See [MPF91], p. 362). Let the function \( f \) be continuous and non-negative on \( J = [\alpha, \beta] \), \( a, b \geq 0 \), and \( n \) be a positive integer \((n \geq 2)\). If

\[
f(t) \leq a + b \int_\alpha^t f^n(s) \, ds, \quad t \in J,
\]

then

\[
f(t) \leq a \left[ 1 - (n-1) \int_\alpha^t a^{n-1} b \, ds \right]^{\frac{1}{1-n}}, \quad \alpha \leq t \leq \beta_n,
\]

where \( \beta_n = \sup \left\{ t \in J : (n-1) \int_\alpha^t a^{n-1} b \, ds < 1 \right\} \).

**Lemma 5.3.** Assume that \( g, \mu \) and \( \sigma \) are differentiable, \( \sigma \geq \varepsilon > 0 \) and \( g', \frac{\partial g}{\partial x}, \frac{\partial g}{\partial \mu}, \frac{\partial g}{\partial \sigma}, \frac{\partial g}{\partial \sigma} \) are bounded. Let \( u \) be the unique decoupling field of the FBSDE \((1.2)\). Then for any \( t \in T_{\text{max}}^I \) and initial condition \( (X_{t}^{(1)}, X_{t}^{(2)}, X_{t}^{(3)}) = x \in \mathbb{R}^d \) the associated gradient process \( u^{(3)} \) satisfies for all \( s \in [t,1] \)

\[
\dot{u}_{s}^{(3)} = -1.
\]

If we additionally assume that \( \sigma_{a,s} \cdot u_{s}^{(2)} \geq 0 \) a.s. for all \( s \in [t,1] \) and

\[
\inf_{(\theta,x) \in \mathbb{R} \times \mathbb{R}} \frac{\sigma \cdot \partial_{a} \mu - 2 \partial_{a} \sigma \cdot \mu}{\sigma^3} (\theta, x) < -\frac{1}{2\|g'\|_\infty^2},
\]

16
then it also holds that

\[ 0 \leq u^{(1)}_s \leq \left( \frac{1}{\|g\|_\infty} + 2 \min \left\{ 0, \inf_{(\theta,x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \frac{\sigma \cdot \hat{c}_a \mu - 2 \hat{c}_a \sigma \cdot \mu}{\sigma^3} \right) (\theta, x) \right\} \right)^{-\frac{1}{2}} < \infty \]

for all \( s \in [t, 1] \).

**Proof.** By interpreting \( \text{(4.1)} \) as a system of BSDEs we get for \( u^{(3)} \) the trivial solution \( u^{(3)}_s = -1 \) for all \( s \in [t, 1] \) as the unique bounded solution of this BSDE.

Also note that \( g' \geq 0 \) since \( g = F_{\nu}^{-1} \circ \Phi \) and \( F_\nu \) as well as \( \Phi \) are non-decreasing. Thus \( \hat{u}_s = 0 \) is the trivial and unique solution to

\[ \hat{u}_s = 0 + \int_s^1 \hat{u}_r \frac{Z_r^2}{\sigma_r} \left( -\mu_{a,r} + 2 \mu_r \frac{\sigma_{a,r}}{\sigma_r} - 2 u_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) dr - \int_s^1 \tilde{Z}_r^{(1)} d\tilde{W}_r, \]

which implies by comparison that \( 0 = \hat{u}_s \leq u^{(1)}_s \) for all \( s \in [t, 1] \).

For the upper bound of \( u^{(1)} \) remember that \( u^{(1)}_s = \hat{c}_{x_1} u(s, x^{(1)}_s, x^{(2)}_s, x^{(3)}_s) \) for all \( s \in [t, 1] \) and in particular for any fixed \( t \in I_{\text{max}}^M \) and all starting conditions \( x = (x^{(1)}, x^{(2)}, x^{(3)}) \in \mathbb{R}^3 \) we have

\[ \hat{c}_{x_1} u(t, x) = u^{(1)}_t = g' \left( X^{(1)}_1 \right) - \int_t^1 u^{(1)}_r \frac{Z_r^2}{\sigma_r} \left( \mu_{a,r} - 2 \mu_r \frac{\sigma_{a,r}}{\sigma_r} + 2 u_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) dr - \int_t^1 \tilde{Z}_r^{(1)} d\tilde{W}_r. \]

Using this and that \( Z \) is bounded on every interval \([t, 1] \subset I_{\text{max}}^M\), we get

\[ u^{(1)}_t = \mathbb{E} \left[ u^{(1)}_s \mid \mathcal{F}_t \right] = \mathbb{E} \left[ g' \left( X^{(1)}_1 \right) - \int_t^1 u^{(1)}_r \frac{Z_r^2}{\sigma_r} \left( \mu_{a,r} - 2 \mu_r \frac{\sigma_{a,r}}{\sigma_r} + 2 u_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) dr \mid \mathcal{F}_t \right] \leq \mathbb{E} \left[ g' \left( X^{(1)}_1 \right) - \int_t^1 u^{(1)}_r \frac{Z_r^2}{\sigma_r} \left( \mu_{a,r} - 2 \frac{\sigma_{a,r}}{\sigma_r} \mu_r \right) dr \mid \mathcal{F}_t \right] \]

for all \( t \in I_{\text{max}}^M \) and \((x^{(1)}, x^{(2)}, x^{(3)}) \in \mathbb{R}^3\), where we use that \( \sigma_{a,r} \cdot u_r^{(2)} \geq 0 \). Next we use the inequality

\[ -\frac{\sigma_{s,a,s} \mu_s - 2 \sigma_{a,s} \mu_r}{\sigma^2} \leq \max \left\{ 0, -\inf_{(\theta,x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \frac{\sigma \cdot \hat{c}_a \mu - 2 \hat{c}_a \sigma \cdot \mu}{\sigma^3} \right) (\theta, x) \right\} =: \beta \]

and the estimate from Lemma \([5.1]\) for \( Z \) to obtain

\[ u^{(1)}_t \leq \|g'\|_\infty + \beta \int_t^1 \sup_{x \in \mathbb{R}^3} \hat{c}_{x_1} u(r, x) \sup_{\theta \in [r, 1]} \sup_{x \in \mathbb{R}^3} (\hat{c}_{x_1} u)^2 (\theta, x) dr. \]

Thus we can derive the inequality

\[ \sup_{r \in [t, 1]} \sup_{x \in \mathbb{R}^3} \hat{c}_{x_1} u(r, x) \leq \|g'\|_\infty + \beta \sup_{r \in [t, 1]} \left\{ \int_r^1 \sup_{x \in \mathbb{R}^3} \hat{c}_{x_1} u(r, x) \sup_{\theta \in [r, 1]} \sup_{x \in \mathbb{R}^3} (\hat{c}_{x_1} u)^2 (\theta, x) dr \right\} \leq \|g'\|_\infty + \beta \int_t^1 \sup_{\theta \in [r, 1]} \sup_{x \in \mathbb{R}^3} (\hat{c}_{x_1} u)^3 (\theta, x) dr. \]
Note that \( \inf_{(\theta,x)\in \mathbb{R}^+ \times \mathbb{R}} \frac{\alpha \sigma \delta \sigma - 2 \alpha \sigma \mu (\theta, x)}{\sigma^3} > \frac{1}{2\|g''\|_{\infty}} \) implies \( \beta < \frac{1}{2\|g''\|_{\infty}} \). Hence, we obtain by setting \( f(t) = \sup_{|t| \leq 1} \sup_{x \in \mathbb{R}^3} \partial \varepsilon_x u(\rho, x) \) and applying Lemma 5.2 that
\[
\sup_{\rho \in [t,1]} \sup_{x \in \mathbb{R}^3} \partial \varepsilon_x u(\rho, x) \leq \left( \frac{1}{\|g''\|_{\infty}} - 2\beta (1-t) \right)^{-\frac{1}{2}}
\]
and thus,
\[
\|u^{(1)}\|_{x,t} \leq \|\partial \varepsilon_x u\|_{x,t} \leq \left( \frac{1}{\|g''\|_{\infty}} - 2\beta \right)^{-\frac{1}{2}} < \infty.
\]

**Theorem 5.4.** Let \( g, \mu \) and \( \sigma \) fulfill Assumption 2.1. Then, for FBSDE (1.2), we have \( I_{\text{max}}^M = [0, 1] \) and there exists a unique, strongly regular Markovian decoupling field \( u \) on the whole interval \([0, 1]\). This \( u \) is a continuous function on \([0, 1] \times \mathbb{R}^3\).

Furthermore let \((X^{(1)}, X^{(2)}, X^{(3)}, Y, Z)\) be the solution of FBSDE (1.2) with an arbitrary initial condition \( x \in \mathbb{R}^3 \) and \( u^{(1)}, u^{(2)}, u^{(3)} \) be the associated gradient processes on \([0, 1]\). Then we have \( u^{(3)} = -1 \) and the finite estimates
\[
0 \leq u^{(1)} \leq \left( \frac{1}{\|g''\|_{\infty}} + 2 \min \left\{ 0, \inf_{(\theta,x)\in \mathbb{R}^+ \times \mathbb{R}} \left( \frac{\alpha \sigma \delta \mu - 2 \alpha \sigma \mu (\theta, x)}{\sigma^3} \right) \right\} \right)^{-\frac{1}{2}},
\]
\[
\|u^{(2)}\|_{\infty} \leq \exp \left\{ \left\| Z_{\infty} \right\|^2_{\infty} \left( \frac{\partial \varepsilon_x \mu}{\sigma^2} \right) \right\} \left( 2 \left( \frac{\partial \varepsilon_x \sigma}{\sigma^2} \right) \right) \leq \exp \left( \left\| Z_{\infty} \right\|^2_{\infty} \left( \frac{\partial \varepsilon_x \mu}{\sigma^2} \right) \right) \right\},
\]
\[
\|Z\|_{\infty} \leq \|u^{(1)}\|_{x} \leq \left( \frac{1}{\|g''\|_{\infty}} + 2 \min \left\{ 0, \inf_{(\theta,x)\in \mathbb{R}^+ \times \mathbb{R}} \left( \frac{\alpha \sigma \delta \mu - 2 \alpha \sigma \mu (\theta, x)}{\sigma^3} \right) \right\} \right)^{-\frac{1}{2}}.
\]

**Proof.** Using Lemma 3.3 we only need to show that the weak derivative of \( u \) with regard to the initial value \( x \in \mathbb{R}^3 \) is bounded by some constant which is independent of the time interval \([t, 1] \subset I_{\text{max}}^M \) on which it is defined. Then it follows that \( I_{\text{max}}^M = [0, 1] \) and hence \( t \) can be chosen to equal 0 and the estimates (5.2), (5.3) and (5.4) hold true for corresponding processes on the whole interval \([0, 1]\).

For now fix \( t \in I_{\text{max}}^M \) and \( x \in \mathbb{R}^3 \) and let \( u^{(1)}, u^{(2)}, u^{(3)} \) be the associated gradient processes. Lemma 3.3 yields \( u^{(3)} = -1 \). In order to derive Estimate (5.2) we show that \( \sigma_{a,s} \cdot u^{(2)}_s \geq 0 \) a.s. for all \( s \in [t, 1] \) which then allows us to apply Lemma 5.3 yielding the estimate. Consider the three cases i), ii) and iii) of Assumption 2.1. With \( \partial \varepsilon_x \sigma \equiv 0 \) of case i) this is obviously true. For the remaining two cases observe that
\[
u^{(2)}_s = \int_t^1 \frac{Z_r^2}{\sigma_r^2} \left[ \left( u^{(2)}_r \right)^2 - 2 \frac{\sigma_{a,r}}{\sigma_r} \right] d\bar{r} \]

Because \( u^{(2)}_r \) is bounded on every interval \([t, 1] \subset I_{\text{max}}^M \), we can view \( u^{(2)} \) as fulfilling a Lipschitz BSDE. This allows us to use the comparison theorem by changing \( 2 \frac{\sigma_{a,r}}{\sigma_r} \mu_r - \mu_{t,r} \) to zero and hence
compare with the trivial solution which is constantly 0. Thus in the case \( ii \) we have \( u^{(2)} > 0 \) and in case \( iii \) \( u^{(2)} \leq 0 \). Therefore, we have \( \partial_a \sigma \cdot u^{(2)} \geq 0 \) for the cases \( ii \) and \( iii \) as well.

Hence we can apply Lemma 5.3 to obtain, for \( s \in [t, 1] \),

\[
0 \leq u_s^{(1)} \leq \left( \frac{1}{2} \|g\|_{\mathcal{L}^2}^2 + 2 \min \left\{ 0, \inf_{(\theta, x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \frac{\sigma \cdot \partial_a \mu - 2 \partial_a \sigma \cdot \mu}{\sigma^2} \right) (\theta, x) \right\} \right)^{-\frac{1}{2}}.
\]

In addition with Lemma 5.1 this yields

\[
\|Z\|_{\mathcal{L}^\infty} \leq \|u^{(1)}\|_{\mathcal{L}^\infty} \leq \left( \frac{1}{2} \|g\|_{\mathcal{L}^2}^2 + 2 \min \left\{ 0, \inf_{(\theta, x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \frac{\sigma \cdot \partial_a \mu - 2 \partial_a \sigma \cdot \mu}{\sigma^2} \right) (\theta, x) \right\} \right)^{-\frac{1}{2}} < \infty.
\]

Since, as stated before, in case \( ii \) we have \( u^{(2)} \geq 0 \) and \( \partial_a \sigma \geq 0 \) and in case \( iii \) \( u^{(2)} \leq 0 \) and \( \partial_a \sigma \leq 0 \), we again can apply the comparison theorem to see that in case \( ii \) we have \( 0 \leq u^{(2)} \leq \bar{u} \) and in case \( iii \) \( \bar{u} \leq u^{(2)} \leq 0 \), where \( \bar{u} \) is the solution of the linear BSDE

\[
\bar{u}_s = \int_s^1 \bar{u}_r \frac{Z_r^2}{\sigma_r^2} \left( -\mu_{a,r} + 2 \frac{\partial_a \sigma_r}{\sigma_r} \mu_r - 2 \frac{\partial_t \sigma_r}{\sigma_r} \right) + \frac{Z_r^2}{\sigma_r^2} \left( 2 \frac{\partial_t \sigma_r}{\sigma_r} \mu_r - \mu_{t,r} \right) \, dr - \int_s^1 Z_r \, d\bar{W}_r.
\]

In case \( i \) we have that \( u^{(2)} = \bar{u} \) giving that \( u^{(2)} \) is bounded by \( \bar{u} \) as well.

By estimating

\[
|\bar{u}_s| = \mathbb{E} \left[ \left. \int_s^1 \exp \left( \int_s^r \left( -\mu_{a,r} + 2 \frac{\partial_a \sigma_r}{\sigma_r} \mu_r - 2 \frac{\partial_t \sigma_r}{\sigma_r} \right) \, dr \right) \frac{Z_r^2}{\sigma_r^2} \left( 2 \frac{\partial_t \sigma_r}{\sigma_r} \mu_r - \mu_{t,r} \right) \, dr \right| \mathcal{F}_s \right] \leq \exp \left\{ \left[ \|Z\|_{\mathcal{L}^\infty}^2 \left( \frac{\partial_a \mu}{\sigma^2} \right)_\infty + 2 \left( \left\| \frac{\partial_a \sigma}{\sigma} \right\|_{\mathcal{L}^\infty} \left\| \frac{\mu}{\sigma^2} \right\|_{\mathcal{L}^\infty} + \frac{1}{\varepsilon^2} \left\| \frac{\partial_t \sigma}{\sigma} \right\|_{\mathcal{L}^\infty} \right) \right] \cdot \|Z\|_{\mathcal{L}^\infty}^2 \left( \left\| \frac{\partial \sigma}{\sigma} \right\|_{\mathcal{L}^\infty} \left\| \mu \right\|_{\mathcal{L}^\infty} + \left\| \partial_t \mu \right\|_{\mathcal{L}^\infty} \right) \right\}
\]

we have found a finite bound for \( u^{(2)} \) that is independent of \( t \).

Thus \( u^{(1)}, u^{(2)} \) and \( u^{(3)} \) are bounded independently of \( t \). Hence there exists a solution on the whole interval \( [0, 1] = I_{\max}^M \). Therefore, we also have that all bounds are valid on this interval.

\[ \square \]

6 Weak solution

In this section we show that a weak solution of the SEP can be obtained from the solution of the FBSDE (1.2). Recall that if Assumption 2.1 is fulfilled, then by Theorem 5.4 FBSDE (1.2) has a solution on the whole interval \([0, 1]\) and the gradient processes are bounded.

In the following we sometimes use the fact that for two Itô processes \( A \) and \( B \) and a time change \( \gamma \), in the sense of Definition 1.2 in Chapter V, \([\text{RY13}]\), it holds that

\[
\int_0^{\gamma(t)} A_r \, dB_r = \int_0^t A_{\gamma(r)} \, dB_{\gamma(r)}
\]

(see e.g. Proposition 1.4, Chapter V, \([\text{RY13}]\)).

The next theorem is a version of Theorem 2.2 with an explicit weak solution of the SEP.
**Theorem 6.1.** Let $g$, $\mu$ and $\sigma$ fulfill Assumption 2.1. Furthermore let $(X^{(1)}, X^{(2)}, X^{(3)}, Y, Z)$ be the solution of the FBSDE (1.2) with initial value $(X^{(1)}_0, X^{(2)}_0, X^{(3)}_0) = (0, 0, 0)$. Define the random time

$$\hat{\tau} := X^{(2)}_1,$$

the time change

$$\gamma(t) := \begin{cases} \inf \left\{ s \geq 0 | X^{(2)}_s > t \right\} & \text{if } 0 \leq t < \hat{\tau}, \\
1 & \text{if } t \geq \hat{\tau}, \end{cases}$$

the filtration $\mathcal{G}_t := \mathcal{F}_{\gamma(t)}$ and the process $A_t := Y_{\gamma(t)} + X^{(3)}_{\gamma(t)}$ on $[0, \hat{\tau}]$. Then $\hat{\tau}$ is a $(\mathcal{G}_t)$-stopping time satisfying

$$\hat{\tau} \leq e^{-2} \left( \frac{1}{\|g'\|^2_{\infty}} + 2 \min \left\{ 0, \inf_{(\theta,x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \sigma \cdot \frac{\partial_a \mu - 2 \partial_a \sigma \cdot \mu}{\sigma^2} \right)(\theta, x) \right\} \right)^{-1} \text{ a.s.}$$

Furthermore, on $[0, \hat{\tau}]$, the process $B_t := \int_0^t \sigma(Y_{\gamma(r)}, Z_{\gamma(r)}) \, dY_{\gamma(r)}$ is a $(\mathcal{G}_t)$-Brownian motion, $A$ fulfills the SDE

$$A_t = Y_0 + \int_0^t \mu(r, A_r) \, dr + \int_0^t \sigma(r, A_r) \, dB_r$$

and we have

$$A_{\hat{\tau}} \sim \nu.$$

**Proof.** By standard results it follows that $\hat{\tau}$ is a $(\mathcal{G}_t)$-stopping time (see e.g. Proposition 1.1, Chapter V, [RY13]). With

$$\gamma^{-1}(s) := X^{(2)}_s$$

for all $s \in [0, 1]$ we have for all $t \in [0, \hat{\tau}]$ that $X^{(2)}_{\gamma(t)} = \gamma^{-1}(\gamma(t)) = t$. Therefore, and because $dY_r = Z_r \, dW_r$, we obtain

$$\langle B, B \rangle_t = \int_0^{\gamma(t)} \frac{Z_r^2}{\sigma^2(X^{(2)}_r, Y_r + X^{(3)}_r)} \, dr = \gamma^{-1}(\gamma(t)) = t.$$

By Levy’s characterisation of Brownian motion we get that $(B_t)$ is a $(\mathcal{G}_t)$-Brownian motion on $[0, \hat{\tau}]$.

Note that for all $\omega \in \Omega$ the function $\gamma$ is $\lambda$-a.e. differentiable on $[0, \hat{\tau}]$ with

$$\gamma'(t) = ((\gamma^{-1})^{-1})'(t) = \frac{1}{(\gamma^{-1})'(\gamma(t))} = \frac{\sigma^2(X^{(2)}_{\gamma(t)}, Y_{\gamma(t)} + X^{(3)}_{\gamma(t)})}{Z_{\gamma(t)}^2}$$

and hence

$$A_t = X^{(3)}_{\gamma(t)} + Y_{\gamma(t)} - Y_0 + Y_0$$

$$= Y_0 + \int_0^{\gamma(t)} \mu(r, Y_{\gamma(r)} + X^{(3)}_{\gamma(r)}) \frac{Z_r^2}{\sigma^2(X^{(2)}_r, Y_r + X^{(3)}_r)} \, dr + \int_0^{\gamma(t)} \frac{\sigma(Y^{(2)}_r, Y_r + X^{(3)}_r)}{\sigma(X^{(2)}_r, Y_r + X^{(3)}_r)} \, dY_r$$

$$= Y_0 + \int_0^t \mu(r, X^{(2)}_{\gamma(r)} + X^{(3)}_{\gamma(r)}) \, dr + \int_0^t \sigma(r, X^{(2)}_{\gamma(r)} + X^{(3)}_{\gamma(r)}) \, dB_r$$

$$= Y_0 + \int_0^t \mu(r, A_r) \, dr + \int_0^t \sigma(r, A_r) \, dB_r$$
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for all \( t \in [0, \tilde{\tau}] \). Also

\[
A_\tau = Y_{\gamma(\tilde{\tau})} + X_{\gamma(\tilde{\tau})}^{(3)} = Y_1 + X_1^{(3)} = g(W_1) \sim \nu.
\]

The bound for \( \tilde{\tau} \) follows with the bound for \( \|Z\|_X \) stated in Theorem 5.4 and by \( \sigma \geq \varepsilon \). \( \blacksquare \)

The next lemma characterizes the stopping time \( \tilde{\tau} = \gamma^{-1}(1) \) of Theorem 6.1 in terms of the solution of an FBSDE driven by the Brownian motion \( B \). We use the lemma later to show existence of strong solutions of the SEP.

**Lemma 6.2.** Assume \( g, \mu \) and \( \sigma \) to fulfill Assumption 2.1. Let the decoupling field \( u \) of the FBSDE (1.2) have a continuous weak derivative \( \partial_x u > 0 \). Also let \((X^{(1)}, X^{(2)}, X^{(3)}, Y, Z)\), \( \gamma \) and \( B \) be defined as in Theorem 6.1. Moreover, let \( \tilde{B} \) be any Brownian motion coinciding with \( B \) on \([0, X_1^{(2)}] \). Then \( \gamma, W, X^{(3)} \) and \( Y \) solve the system

\[
\gamma(t) = \int_0^t \sigma^2 \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \frac{d\tilde{B}_r}{\gamma(r)}
\]

\[
W_{\gamma(t)} = \int_0^t \sigma \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \frac{d\tilde{B}_r}{\gamma(r)}
\]

\[
X_{\gamma(t)}^{(3)} = \int_0^t \mu \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \frac{d\tilde{B}_r}{\gamma(r)}
\]

\[
Y_{\gamma(t)} = Y_0 + \int_0^t \sigma \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \frac{d\tilde{B}_r}{\gamma(r)}
\]

for all \( t \geq 0 \) such that \( \gamma(t) \leq 1 \). Additionally, for \( \gamma^{-1} \) defined as in (6.1) we have

\[
\gamma^{-1}(1) = \frac{1}{\varepsilon^2} \left[ \frac{1}{\varepsilon^2} + 2 \min \left\{ 0, \inf_{(\theta, x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \frac{\sigma \cdot \tilde{c}_a \mu - 2\tilde{c}_a \sigma \cdot \mu}{\sigma^3} \right)(\theta, x) \right\} \right]^{-1}.
\]

**Proof.** Note that Theorem 5.4 implies the bound (6.4). Since \( \partial_x u \) is continuous we get with Lemma 5.1 that \( Z_s = \partial_x u(s, X_{\gamma(s)}^{(1)}, X_{\gamma(s)}^{(2)}, X_{\gamma(s)}^{(3)}) > 0 \) for all \( s \in [0, 1] \) and hence both \( \gamma \) and \( \gamma^{-1} \) are strict monotone increasing and continuous. Moreover, Lemma 5.1, Equation (6.2) and the fact that \( X_{\gamma(t)}^{(2)} = t \) yield

\[
\gamma'(t) = \frac{\sigma^2 \left( X_{\gamma(t)}^{(2)}, Y_{\gamma(t)} + X_{\gamma(t)}^{(3)} \right)}{Z_{\gamma(t)}^2} = \frac{\sigma^2 \left( t, Y_{\gamma(t)} + X_{\gamma(t)}^{(3)} \right)}{\left( \partial_x u \right)^2 \left( \gamma(t), X_{\gamma(t)}^{(1)}, X_{\gamma(t)}^{(2)}, X_{\gamma(t)}^{(3)} \right)}
\]

for all \( 0 \leq t \leq \gamma^{-1}(1) \).

Furthermore, \( X_{\gamma(1)}^{(1)} = W_s \) yields that

\[
W_{\gamma(t)} = \int_0^t \frac{dW_{\gamma(r)}}{\gamma(r)} = \int_0^t \frac{\sigma \left( X_{\gamma(r)}^{(2)}, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)}{Z_{\gamma(r)}} \frac{d\tilde{B}_r}{\gamma(r)}
\]

\[
= \int_0^t \frac{\sigma \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)}{\partial_x u \left( \gamma(r), X_{\gamma(r)}^{(1)}, X_{\gamma(r)}^{(2)}, X_{\gamma(r)}^{(3)} \right)} \frac{d\tilde{B}_r}{\gamma(r)}
\]

\[
= \int_0^t \frac{\sigma \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)}{\partial_x u \left( \gamma(r), W_{\gamma(r)}, r, X_{\gamma(r)}^{(3)} \right)} \frac{d\tilde{B}_r}{\gamma(r)}.
\]
Also

\[ Y_{\gamma(t)} = Y_0 + \int_0^{\gamma(t)} Z_r \, dW_r = Y_0 + \int_0^t Z_{\gamma(r)} \, dW_{\gamma(r)} = Y_0 + \int_0^t \sigma \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \, dB_r, \]

\[ X_{\gamma(t)}^{(3)} = \int_0^{\gamma(t)} \mu \left( X_{\gamma(r)}^{(2)}, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \frac{Z_{\gamma(r)}^2}{\sigma^2(X_{\gamma(r)}^{(2)}, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)})} \, dr \]

\[ = \int_0^t \mu \left( X_{\gamma(r)}^{(2)}, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \frac{Z_{\gamma(r)}^2}{\sigma^2 \left( X_{\gamma(r)}^{(2)}, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)} \frac{\sigma^2 \left( X_{\gamma(r)}^{(2)}, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)}{Z_{\gamma(r)}^2} \, dr \]

\[ = \int_0^t \mu \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right) \, dr \]

and

\[ \gamma(t) = \int_0^t \gamma'(r) \, dr = \int_0^t \frac{\sigma^2 \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)}{(\partial_{x_1} u)^2 \left( \gamma(r), X_{\gamma(r)}^{(1)}, X_{\gamma(r)}^{(2)}, X_{\gamma(r)}^{(3)} \right)} \, dr \]

\[ = \int_0^t \frac{\sigma^2 \left( r, Y_{\gamma(r)} + X_{\gamma(r)}^{(3)} \right)}{(\partial_{x_1} u)^2 \left( \gamma(r), W_{\gamma(r)}, r, X_{\gamma(r)}^{(3)} \right)} \, dr \]

for all \( t \in [0, \gamma^{-1}(1)] \).

\[ \square \]

7 Strong solution

We use the definitions and constructions of the former chapters. In particular let \( u \) be the unique strongly regular decoupling field of the FBSDE (1.2) which exists on the whole interval \([0, 1]\) if Assumption 2.1 is fulfilled.

**Theorem 7.1.** Let \( g, \mu \) and \( \sigma \) fulfill Assumption 2.1 and \( \mu, \sigma \) and their derivatives be bounded. Denote by \( u \) the decoupling field of FBSDE (1.2) and assume the partial derivative \( \partial_{x_1} u \) with respect to the first space variable to be Lipschitz continuous in every argument and \( \partial_{x_1} u \geq \delta > 0 \). Let \( B \) be an arbitrary Brownian motion and denote by \((\mathcal{F}^B) = (\mathcal{F}^B_s)_{s \in [0, \infty)}\) the augmented filtration generated by \( B \). Then there exists a bounded stopping time \( \tau \) with respect to the filtration \( \mathcal{F}^B \) such that for the process \( A \) given by

\[ A_t = Y_0 + \int_0^t \mu \left( r, A_r \right) \, dr + \int_0^t \sigma \left( r, A_r \right) \, dB_r, \]

for all \( t \in [0, \tau] \), we have that \( A_r \sim \nu \) and the stopping time \( \tau \) satisfies

\[ \tau \leq e^{-2 \left( \frac{1}{|g'|_{L^2}} + 2 \min \left( 0, \inf_{(\theta, x) \in \mathbb{R} \times \mathbb{R}} \left( \frac{\sigma \cdot \partial_x \mu - 2 \partial_x \sigma \cdot \mu}{\sigma^2} \right)(\theta, x) \right) \right)^{-1} \text{ a.s.} \]
By solving the Lipschitz SDE

\[
\gamma(r) = \int_0^r \sigma^2(s, \Theta_s + \Delta_s) \, ds \\
\Gamma_r = \int_0^r \sigma(s, \Theta_s + \Delta_s) \frac{\partial \gamma}{\partial x_1} \cdot \frac{\partial \gamma}{\partial x_2} \, dB_s \\
\Delta_r = \int_0^r \mu(s, \Theta_s + \Delta_s) \, ds \\
\Theta_r = Y_0 + \int_0^r \sigma(s, \Theta_s + \Delta_s) \, dB_s \\
\text{for all } r \geq 0 \text{ such that } \gamma(r) \leq 1 \text{ and where } Y_0 \text{ is the starting value of the process } Y \text{ in the FBSDE (1.2) and setting } \tau := \inf\{r \geq 0 | \gamma(r) = 1\} \text{ we can obtain such a stopping time.}
\]

**Proof.** Since any solution of FBSDE (1.2) has a unique distribution independent of the driving Brownian motion, we know that the constant \( Y_0 \) is always the same and does not depend on the driving Brownian motion.

Let us take a look at the system (7.1). Note that for all \( a, b, c \in \mathbb{R}^3 \)

\[
\left| \frac{1}{\partial_x_1} u(a) - \frac{1}{\partial_x_1} u(b) \right| = \left| \frac{\partial_x_1} u(a) \cdot \partial_x_1 u(b) \right| \leq \frac{L_{u_1}}{\delta^2} |b - a|,
\]

yielding that \((\partial_x_1 u)^{-1}\) is Lipschitz continuous. Since hence both \((\partial_x_1 u)^{-1}\) and \( \sigma \) are Lipschitz continuous and bounded we get that \( \sigma \cdot (\partial_x_1 u)^{-1} \) and \( \sigma^2 \cdot (\partial_x_1 u)^{-2} \) are Lipschitz and bounded as well. Thus, we have that all coefficients of the system (7.1) are Lipschitz continuous. Therefore there exists a unique solution \((\gamma, \Gamma, \Delta, \Theta)\) of (7.1) which is progressively measurable w.r.t. \((\mathcal{F}_t^B)\). Hence \( \tau := \inf\{r \geq 0 | \gamma(r) = 1\} \) is a stopping time w.r.t. \((\mathcal{F}_t^B)\) because \( \gamma \) is continuous.

Furthermore, the systems (6.3) and (7.1) just differ by notation and the driving Brownian motion. By the principle of causality (see [KS91]) the distributions of \((\gamma, W_t, X_1^{(3)}, Y_t)\) from Lemma 5.2 and \((\gamma, \Gamma, \Delta, \Theta)\) are the same. Hence, we immediately have the bound for \( \tau \) as stated in Lemma 5.2 and also for \( A_t := \Delta_t + \Theta_t \) that

\[
A_t = \Delta_t + \Theta_t = \Delta_t + \Theta_t = \Delta_{\gamma^{-1}(1)} + \Theta_{\gamma^{-1}(1)} \sim X_1^{(3)} + Y_{\gamma^{-1}(1)} = X_1^{(3)} + Y_1 = g(W_1) \sim \nu
\]

and

\[
A_{\tau} = \Delta_{\tau} + \Theta_{\tau} = Y_0 + \int_0^{\tau} \mu(s, \Delta_s + \Theta_s) \, ds + \int_0^{\tau} \sigma(s, \Delta_s + \Theta_s) \, dB_s \\
= Y_0 + \int_0^{\tau} \mu(s, \Delta_s) \, ds + \int_0^{\tau} \sigma(s, A_s) \, dB_s.
\]

What remains to do is to find sufficient conditions for the assumptions of Theorem 7.1 to hold true. For this we use that the decoupling field \( u \) of FBSDE (1.2) is three times weakly differentiable. To show this we extend FBSDE (1.2) by the dynamics of the gradient processes and view this system as a extended FBSDE, for which we can show the weak differentiability of its decoupling field.

Let \( a := \max (\|\partial_x_1 u\|_x, \|\partial_x_2 u\|_x, \|\partial_x_3 u\|_x) \) and define the truncation operator \( T : \mathbb{R} \rightarrow \mathbb{R} \) by \( T(z) := \min(\max(z, -a), a) \). Note that the map \( T \) is uniformly Lipschitz. Assume that \( g, \mu, \sigma \)
and their first derivatives are Lipschitz continuous and consider the FBSDE

\[
\begin{align*}
X_s^{(1)} &= x^{(1)} + \int_t^s 1 \, dW_r, \\
X_s^{(2)} &= x^{(2)} + \int_t^s \frac{(Z^{(0)}_r)^2}{\sigma_r^2} \, dr, \\
X_s^{(3)} &= x^{(3)} + \int_t^s \mu_r \frac{(Z^{(0)}_r)^2}{\sigma_r^2} \, dr, \\
Y_s^{(0)} &= g(X_1^{(1)}) - X_1^{(3)} - \int_s^1 Z^{(0)}_r \, dW_r, \\
Y_s^{(1)} &= g'(X_1^{(1)}) + \int_s^1 T \left( Y_r^{(1)} \right) \frac{\left( Z^{(0)}_r \right)^2}{\sigma_r^2} \left( T \left( Y_r^{(3)} \right) \left( \mu_{a,r} - 2\mu_r \sigma_{a,r} \right) - 2T \left( Y_r^{(2)} \right) \frac{\sigma_{a,r}}{\sigma_r} \right) \, dr \\
&\quad + \int_s^1 2 \frac{Z^{(0)}_r}{\sigma_r} T \left( Y_r^{(2)} \right) + T \left( Y_r^{(3)} \right) \mu_r \right) Z^{(1)}_r \, dr - \int_s^1 Z^{(1)}_r \, dW_r \\
Y_s^{(2)} &= 0 + \int_s^1 -2 \frac{(Z^{(0)}_r)^2}{\sigma_r^2} \left( \sigma_{r,s} + T \left( Y_r^{(2)} \right) \sigma_{a,r} \right) \left( T \left( Y_r^{(2)} \right) + T \left( Y_r^{(3)} \right) \mu_r \right) \, dr \\
&\quad + \int_s^1 T \left( Y_r^{(3)} \right) \frac{\left( Z^{(0)}_r \right)^2}{\sigma_r^2} \left( T \left( Y_r^{(2)} \right) \mu_{a,r} + \mu_{t,r} \right) \, dr \\
&\quad + \int_s^1 2 \frac{Z^{(0)}_r}{\sigma_r} T \left( Y_r^{(2)} \right) + T \left( Y_r^{(3)} \right) \mu_r \right) Z^{(2)}_r \, dr - \int_s^1 Z^{(2)}_r \, dW_r \\
Y_s^{(3)} &= -1 + \int_s^1 \left( T \left( Y_r^{(3)} \right) + 1 \right) \frac{(Z^{(0)}_r)^2}{\sigma_r^2} \left( T \left( Y_r^{(2)} \right) \mu_{a,s} - 2 \frac{\sigma_{a,r}}{\sigma_r} \left( T \left( Y_r^{(2)} \right) + T \left( Y_r^{(3)} \right) \mu_r \right) \right) \, dr \\
&\quad + \int_s^1 2 \frac{Z^{(0)}_r}{\sigma_r} T \left( Y_r^{(2)} \right) + T \left( Y_r^{(3)} \right) \mu_r \right) Z^{(3)}_r \, dr - \int_s^1 Z^{(3)}_r \, dW_r \\
(7.2)
\end{align*}
\]

with the decoupling condition

\[
\begin{align*}
Y_s^{(0)} &= u^{(0)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}), \\
Y_s^{(1)} &= u^{(1)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}), \\
Y_s^{(2)} &= u^{(2)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}), \\
Y_s^{(3)} &= u^{(3)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}),
\end{align*}
\]

where

\[
\begin{align*}
\mu_r &= \mu \left( X_r^{(2)}, Y_r^{(0)} + X_r^{(3)} \right), \\
\sigma_r &= \sigma \left( X_r^{(2)}, Y_r^{(0)} + X_r^{(3)} \right),
\end{align*}
\]

and

\[
\begin{align*}
\mu_{t,r} &= \partial_t \mu \left( X_r^{(2)}, Y_r^{(0)} + X_r^{(3)} \right), \\
\nu_{a,r} &= \partial_a \mu \left( X_r^{(2)}, Y_r^{(0)} + X_r^{(3)} \right), \\
\sigma_{t,r} &= \partial_t \sigma \left( X_r^{(2)}, Y_r^{(0)} + X_r^{(3)} \right), \\
\sigma_{a,r} &= \partial_a \sigma \left( X_r^{(2)}, Y_r^{(0)} + X_r^{(3)} \right).
\end{align*}
\]

**Lemma 7.2.** Let \( g, \mu \) and \( \sigma \) fulfill Assumption [2.1]. In addition, suppose that \( g, \mu \) and \( \sigma \) are twice differentiable and that the second derivatives are bounded. Then, for the FBSDE (7.2),
we have \( I_{\text{max}}^M = [0, 1] \) and there exists a unique, strongly regular Markovian decoupling field \((u^{(0)}, u^{(1)}, u^{(2)}, u^{(3)})\) on the whole interval \([0, 1]\. Furthermore,

\[
u(0) = u, \quad \nu(1) = \hat{c}_{x_1} u, \quad \nu(2) = \hat{c}_{x_2} u \quad \text{and} \quad \nu(3) = \hat{c}_{x_3} u,\]

a.e., where \( u \) is the unique decoupling field to FBSDE (1.2). In particular, \( u \) is twice weakly differentiable w.r.t. the initial value \( x \) with uniformly bounded derivatives.

**Proof.** It is straightforward to verify that FBSDE (7.2) satisfies (MLLC), and hence Theorem 3.6 is applicable. Let \( \nu^{(i)}, i = 0, 1, 2, 3 \) be the corresponding unique weakly regular Markovian decoupling field on \( I_{\text{max}}^M \), \( \nu^{(i)}, i = 0, 1, 2, 3 \), are continuous functions on \( I_{\text{max}}^M \times \mathbb{R}^3 \). In order to show that \( I_{\text{max}}^M = [0, 1] \) we again need to prove that every partial derivative of \( \nu^{(i)} \) for \( i = 0, 1, 2, 3 \) is bounded independently with regard to the interval \([t, 1] \subset I_{\text{max}}^M \) where we consider it.

Let \( t \in I_{\text{max}}^M \). For an arbitrary initial condition \( \tilde{x} \in \mathbb{R}^3 \) consider the corresponding processes

\[
X^{(1)}, X^{(2)}, X^{(3)}, Y^{(0)}, Y^{(1)}, Y^{(2)}, Y^{(3)}, Z^{(0)}, Z^{(1)}, Z^{(2)}, Z^{(3)}
\]

on \([t, 1]\. Note that \( X^{(1)}, X^{(2)}, X^{(3)}, Y^{(0)}, Z^{(0)}\) solve FBSDE (1.2), which implies that they coincide with the processes \( X^{(1)}, X^{(2)}, X^{(3)}, Y, Z \) from (1.2) since strong regularity of Markovian decoupling fields guarantees uniqueness. Now \( Y^{(0)} = Y \) implies \( u(t', x') = u^{(0)}(t', x') \) for all \( t' \in [t, 1], x' \in \mathbb{R}^3 \).

Note that a truncation with \( T \) does not effect any gradient process of FBSDE (1.2). Thus, \((Y^{(1)}_s), (Y^{(2)}_s), (Y^{(3)}_s)\) fulfill the same dynamics resp. BSDEs as the gradient processes \((u^{(1)}_s), (u^{(2)}_s), (u^{(3)}_s)\) in (4.1). Therefore, we can apply the same arguments and conclude that they also satisfy the estimates (5.2), (5.3) and (5.4) (see Theorem 5.4). In particular \( Y^{(3)}_s = -1 = u^{(3)}_s \) for all \( s \in [t, 1] \) and therefore also \( Z^{(3)}_s = 0 = \tilde{Z}^{(3)}_s \). Hence,

\[
Y^{(2)}_s - u^{(2)}_s = \int_s^1 \left( \left( Y^{(2)}_r - u^{(2)}_r \right)^2 \left( Z^{(0)}_r \right)^2 \frac{-2 \sigma_{a,r}}{\sigma_r} \right) dr + \int_s^1 \left( Y^{(2)}_r - u^{(2)}_r \right)^2 \frac{-\mu_r}{\sigma_r} \frac{2 \sigma_{a,r}}{\sigma_r} \left( \frac{2 \sigma_{a,r}}{\sigma_r} \right) dr + \int_s^1 \left( Y^{(2)}_r - u^{(2)}_r \right)^2 \frac{-\mu_r}{\sigma_r} \frac{2 \sigma_{a,r}}{\sigma_r} \left( \frac{2 \sigma_{a,r}}{\sigma_r} \right) dr - \int_s^1 \left( Z^{(2)}_r - \tilde{Z}^{(2)}_r \right) dW_r
\]

Since \( \frac{2Z^{(0)}_r}{\sigma_r} \left( u^{(2)}_r - \mu_r \right) \) is bounded we have that \( \tilde{W}_s := W_s - W_t - \int_t^s \frac{2Z^{(0)}_r}{\sigma_r} \left( u^{(2)}_r - \mu_r \right) dr, s \in [t, 1] \), is a Brownian motion under some probability measure equivalent to \( P \). Under the new measure the process pair \((Y^{(2)}_s - u^{(2)}_s, Z^{(2)}_s - \tilde{Z}^{(2)}_s)\) is a solution of the following linear BSDE with
bounded coefficients

\[ \hat{Y}_s = \int_s^1 \hat{Y}_r \left( Y_r^{(2)} + u_r^{(2)} \right) \frac{(Z_r^{(0)})^2}{\sigma^2_r} \left( -2\frac{\sigma_{u,r}}{\sigma_r} \right) \, dr \]

\[ + \int_s^1 \hat{Y}_r \frac{(Z_r^{(0)})^2}{\sigma^2_r} \left( -\mu_{u,r} + 2\frac{\sigma_{u,r}}{\sigma_r} \mu_r - 2\frac{\sigma_{u,r}}{\sigma_r} \right) \, dr \]

\[ + \int_s^1 \hat{Y}_r \frac{2(Z_r^{(0)})^2}{\sigma^2_r} Z_r^{(1)} \, dr - \int_s^1 \hat{Z}_r \, d\hat{W}_r. \]

Note that \((0, 0)\) is the unique solution of the previous BSDE. Consequently, \(Y^{(2)}\) and \(u^{(2)}\) are indistinguishable and \(Z^{(2)} = \bar{Z}^{(2)}\), \(\lambda \otimes P\)-almost everywhere on \([t, 1] \times \Omega.\)

Similarly we can show that \(Y^{(1)}\) and \(u^{(1)}\) as well as \(Z^{(1)}\) and \(\bar{Z}^{(1)}\) coincide. Thus we have

\[ \partial_{x_1} u^{(0)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = \partial_{x_1} u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = u_s^{(1)} = Y_s^{(1)}, \]

\[ \partial_{x_2} u^{(0)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = \partial_{x_2} u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = u_s^{(2)} = Y_s^{(2)}, \]

\[ \partial_{x_3} u^{(0)}(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = \partial_{x_3} u(s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)}) = u_s^{(3)} = Y_s^{(3)} \]

a.e. on \([t, 1].\)

It remains to show that \(I_{\text{max}}^M = [0, 1].\) Define for \(x = (x_1, x_2, x_3)^T \in \mathbb{R}^3, y = (y_0, y_1, y_2, y_3)^T \in \mathbb{R}^4, z = (z_0, z_1, z_2, z_3)^T \in \mathbb{R}^4\)

\[ \bar{X}_s := \begin{pmatrix} X_s^{(1)} \\ X_s^{(2)} \\ X_s^{(3)} \end{pmatrix}, \quad \bar{Y}_s := \begin{pmatrix} Y_s^{(0)} \\ Y_s^{(1)} \\ Y_s^{(2)} \\ Y_s^{(3)} \end{pmatrix}, \quad \bar{Z}_s := \begin{pmatrix} Z_s^{(0)} \\ Z_s^{(1)} \\ Z_s^{(2)} \\ Z_s^{(3)} \end{pmatrix} \]

\[ \bar{M}(x, y, z) := \begin{pmatrix} 0 \\ \frac{z_0^2}{\sigma^2(x_2, y_0 + x_3)} \\ \mu (x_2, y_0 + x_3) \frac{z_2^2}{\sigma^2(x_2, y_0 + x_3)} \end{pmatrix}, \quad \Sigma := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \bar{\xi}(x) := \begin{pmatrix} g(x_1) - x_3 \\ g'(x_1) \\ 0 \\ -1 \end{pmatrix} \]

and

\[ \bar{F}(x, y, z) := \begin{pmatrix} y_1 \frac{2(z_0)^2}{\sigma^2(x_2, y_0 + x_3)} \left( \partial_{x_1} \mu (x_2, y_0 + x_3) \right) - 2\mu (x_2, y_0 + x_3) \partial_{x_1} \sigma (x_2, y_0 + x_3) + 2y_2 \partial_{x_1} \sigma (x_2, y_0 + x_3) \left( y_2 - \mu (x_2, y_0 + x_3) \right) \\ \frac{2(z_0)^2}{\sigma^2(x_2, y_0 + x_3)} \left( \partial_{x_2} \sigma (x_2, y_0 + x_3) \right) + y_2 \partial_{x_2} \sigma (x_2, y_0 + x_3) \left( y_2 - \mu (x_2, y_0 + x_3) \right) \end{pmatrix} \]

\[ + \begin{pmatrix} 0 \\ 0 \\ \frac{2z_0}{\sigma^2(x_2, y_0 + x_3)} \left( x_2 - \mu (x_2, y_0 + x_3) \right) \end{pmatrix} \]

\[ + \begin{pmatrix} 0 \\ \frac{2z_0}{\sigma^2(x_2, y_0 + x_3)} \left( y_2 - \mu (x_2, y_0 + x_3) \right) \end{pmatrix}. \]
Then
\[ \bar{X}_s = \bar{x} + \int_t^s M (\bar{X}_r, \bar{Y}_r, \bar{Z}_r) \, dr + \int_t^s \Sigma \, dW_r \]

and
\[ \bar{Y}_s = \bar{\zeta} (\bar{X}_1) - \int_s^1 \bar{F} (\bar{X}_r, \bar{Y}_r, \bar{Z}_r) \, dr - \int_s^1 \bar{Z}_r \, dW_r. \]

By setting
\[ \bar{U}_s := \partial_x \begin{pmatrix} u^{(0)} \\ u^{(1)} \\ u^{(2)} \\ u^{(3)} \end{pmatrix} (s, \bar{X}_s) = \begin{pmatrix} \partial_{x_1} u^{(1)} \\ \partial_{x_2} u^{(1)} \\ \partial_{x_1} u^{(2)} \\ \partial_{x_2} u^{(2)} \end{pmatrix} (s, \bar{X}_s) \]

we get
\[ \partial_x \bar{Y}_s = \bar{U}_s \cdot \partial_x \bar{X}_s. \]

Since \((\partial_x \bar{X}_s)^{-1}\) is a multidimensional Itô process on \([t, 1]\) (see Lemma 4.1 and its proof) we get that \(\bar{U}_s = \partial_x \bar{Y}_s \cdot (\partial_x \bar{X}_s)^{-1}\) is also an Itô process and hence there exist \((b_s)\) and \((\bar{Z}_s)\) such that
\[ \bar{U}_s = \bar{U}_1 - \int_s^1 b_r \, dr - \int_s^1 \bar{Z}_r \, dW_r. \]

For the following we also introduce for an Itô process \(I_s = I_0 - \int_0^s i_r \, dr - \int_0^s j_r \, dW_r\) the two operators \(D^t\) and \(D^u\) via \((D^t I)_s := i_s\) and \((D^u I)_s := j_s\). Using this notation we have
\[
\partial_x \bar{Z}_s = D^u \partial_x \bar{Y}_s \\
= D^u (\bar{U}_s \cdot \partial_x \bar{X}_s) \\
= \bar{U}_s \cdot D^u \partial_x \bar{X}_s + D^u \bar{U}_s \cdot \partial_x \bar{X}_s \\
= \bar{Z}_s \cdot \partial_x \bar{X}_s,
\]

\[
\partial_x \left[ F (X_s, Y_s, Z_s) \right] = D^t \partial_x \bar{Y}_s \\
= D^t (\bar{U}_s \cdot \partial_x \bar{X}_s) \\
= \bar{U}_s \cdot D^t \partial_x \bar{X}_s + D^t \bar{U}_s \cdot \partial_x \bar{X}_s \\
= \bar{U}_s \cdot \partial_x \left[ M (X_s, Y_s, Z_s) \right] + b_s \cdot \partial_x \bar{X}_s,
\]

where we can further specify
\[
\partial_x \left[ M (X_s, Y_s, Z_s) \right] = \partial_x M (X_s, Y_s, Z_s) \partial_x X_s + \partial_y M (X_s, Y_s, Z_s) \partial_x Y_s + \partial_z M (X_s, Y_s, Z_s) \partial_x Z_s \\
= \partial_x M (X_s, Y_s, Z_s) \partial_x X_s + \partial_y M (X_s, Y_s, Z_s) U_s \partial_x X_s + \partial_z M (X_s, Y_s, Z_s) Z_s \partial_x X_s
\]

and likewise
\[
\partial_x \left[ F (X_s, Y_s, Z_s) \right] = \partial_x F (X_s, Y_s, Z_s) \partial_x X_s + \partial_y F (X_s, Y_s, Z_s) U_s \partial_x X_s + \partial_z F (X_s, Y_s, Z_s) Z_s \partial_x X_s.
\]

Thus we get
\[ \bar{Z}_s = \partial_x \bar{Z}_s \cdot (\partial_x \bar{X}_s)^{-1} \]

and
\[ b_s = \partial_x F (X_s, Y_s, Z_s) + \partial_y F (X_s, Y_s, Z_s) U_s + \partial_z F (X_s, Y_s, Z_s) Z_s \]
\[ + \bar{U}_s \left[ \partial_x M (X_s, Y_s, Z_s) + \partial_y M (X_s, Y_s, Z_s) U_s + \partial_z M (X_s, Y_s, Z_s) Z_s \right], \]
where the derivatives of $\bar{M}$ and $\bar{F}$ are bounded due to the assumptions made. Therefore, we see that the dynamics of $\bar{U}$ are linear with exception to the quadratic terms $\bar{U}_s \partial_y \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{U}_s$ and $\partial_z \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{Z}_s$. However, we claim that we can reduce the dynamics of $\bar{U}$ to a linear BSDE.

It is straightforward to see that

$$\partial_y \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) = \begin{pmatrix} \frac{2Z(0)^2}{\sigma_s^2} \sigma_{a,s} & 0 & 0 \\ \frac{2Z(0)^2}{\sigma_s^2} \mu_{a,s} - 2 \frac{Z(0)^2}{\sigma_s^2} \sigma_{a,s} & 0 & 0 \\ \frac{Z(0)^2}{\sigma_s^2} \mu_{a,s} & 0 & 0 \end{pmatrix}.$$ 

Note that $\alpha := -2 \frac{Z(0)^2}{\sigma_s^2} \sigma_{a,s}$ and $\beta := \frac{2Z(0)^2}{\sigma_s^2} \mu_{a,s} - 2 \frac{Z(0)^2}{\sigma_s^2} \sigma_{a,s} \mu_{s}$ are both uniformly bounded, and we have

$$\partial_y \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{U}_s = \begin{pmatrix} 0 & 0 & 0 \\ \alpha \cdot u_s^{(1)} & \alpha \cdot u_s^{(2)} & \alpha \cdot u_s^{(3)} \\ \beta \cdot u_s^{(1)} & \beta \cdot u_s^{(2)} & \beta \cdot u_s^{(3)} \end{pmatrix}.$$ 

which is bounded independently of $[t, 1]$ (cf. in Theorem 5.4). Moreover, note that

$$\partial_z \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) = \begin{pmatrix} \frac{2Z(0)^2}{\sigma_s^2} \sigma_{s} & 0 & 0 \\ \frac{2Z(0)^2}{\sigma_s^2} \mu_{s} & 0 & 0 \\ \mu_{s} & 0 & 0 \end{pmatrix}$$

only depends on the solution components $(\bar{X}^{(2)}, \bar{X}^{(3)}, \bar{Y}^{(0)}, \bar{Z}^{(0)})$. Hence, together with the estimates of Theorem 5.4, we conclude that $\partial_z \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s)$ is bounded. Since $\bar{U}$ is bounded on $[t, 1]$, the term $\partial_z \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{Z}_s$ in Equation (7.3) can be shifted, via a Girsanov measure change, into the Brownian motion $\mathcal{W}$. Similarly, the term $\partial_z \bar{F}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{Z}_s$ in Equation (7.3) can be shifted into $\mathcal{W}$. To sum up, there exists a Brownian motion $\mathcal{W}$ under an equivalent probability measure such that $(\bar{U}, \bar{Z})$ solves the BSDE on $[t, 1]$ driven by $\mathcal{W}$ with linear driver

$$f(s, y, z) = \partial_x \bar{F}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) + \partial_y \bar{F}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) y + y \left[ \partial_z \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) + \partial_y \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{U}_s \right]$$

and terminal condition $\nabla \bar{z}(\bar{X}_1)$. Observe that the terminal condition and all coefficients are bounded by some constant independent of $t$ and $x$. Therefore, also $\bar{U}$ is bounded independently of $t$ and $x$. By Lemma 3.7 this yields that $I^{\mathcal{M}}_{\text{max}} = [0, 1]$.

**Remark 7.3.** The second and third derivatives do not have to be bounded. It would suffice if the second and third derivatives of $\mu$ divided by $\sigma^2$ and the second and third derivatives of $\sigma$ divided by $\sigma$ are bounded.

**Lemma 7.4.** Let $g$, $\mu$ and $\sigma$ fulfill Assumption 2.1 and their second and third derivatives be bounded. Then the decoupling field $u$ of FBSDE (1.2) is three times weakly differentiable w.r.t. to the initial condition $x \in \mathbb{R}^3$ with uniformly bounded derivatives.

**Proof.** This proof is completely analogous the proof of Lemma 7.2. Therefore, we only give a sketch.

Extend the system (7.2) by the dynamics of $\bar{Y}^{(ij)} := u^{(ij)} := \partial_{x} u^{(i)}$ for all $i, j \in \{1, 2, 3\}$ as obtained in the proof of Lemma 7.2 and by the corresponding entries in the decoupling field. Then argue analogous to the proof of Lemma 7.2 that for every $i \in \{0, 1, 2, 3\}$ the $u^{(i)}$ of FBSDE

28
(7.2) coincides with the \( u^{(i)} \) of the extended system. Redefine, if necessary, the vectors \( \bar{X}, \bar{Y}, \bar{Z} \) and the functions \( \bar{M}, \bar{\Sigma}, \bar{\xi}, \bar{F} \) such that for the extended system we have

\[
\bar{X}_s = x + \int_t^s \bar{M} (\bar{X}_r, \bar{Y}_r, \bar{Z}_r) \, dr + \int_t^s \bar{\Sigma} \, dW_r
\]

and

\[
\bar{Y}_s = \bar{\xi} (\bar{X}_1) - \int_s^1 \bar{F} (\bar{X}_r, \bar{Y}_r, \bar{Z}_r) \, dr - \int_s^1 \bar{Z}_r \, dW_r.
\]

Also define \( \bar{U}_s \) as the partial derivatives of the decoupling field \( u(s, \bar{X}_s) \) of the extended system for all \( s \in [t, 1] \). Again there exist \((b_s)\) and \((\bar{Z}_s)\) such that

\[
\bar{U}_s = \bar{U}_1 - \int_s^1 b_r \, dr - \int_s^1 \bar{Z}_r \, dW_r.
\]

By the same calculation as in the proof of Lemma 7.2 we obtain that

\[
\bar{Z}_s = \bar{\xi} \bar{Z}_s \cdot (\bar{\xi} \bar{X}_s)^{-1}
\]

and

\[
b_s = \bar{\xi} \bar{F} (\bar{X}_s, \bar{Y}_s, \bar{Z}_s) + \bar{\xi} \bar{F} (\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{U}_s + \bar{\xi} \bar{F} (\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{Z}_s
\]

\[
+ \bar{U}_s \left[ \bar{\xi} \bar{M} (\bar{X}_s, \bar{Y}_s, \bar{Z}_s) + \bar{\xi} \bar{M} (\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{U}_s + \bar{\xi} \bar{M} (\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{Z}_s \right].
\]

Analogous to the proof above, \( \bar{\xi} \bar{F}, \bar{\xi} \bar{F}, \bar{\xi} \bar{F}, \bar{\xi} \bar{M}, \bar{\xi} \bar{M} \) and \( \bar{\xi} \bar{M} \) are bounded while additionally \( \bar{\xi} \bar{M} \) only has entries in the first column which allows us to conclude that \( \bar{\xi} \bar{M}(\bar{X}_s, \bar{Y}_s, \bar{Z}_s) \bar{U}_s \) is bounded. Furthermore every coefficient in front of \( \bar{Z} \) is bounded on every interval \([t, 1] \subset I_{\text{max}}^M\) and can therefore be transformed away with Girsanov's Theorem. Hence we have linear dynamics for \( \bar{U} \) with bounded coefficients which yields that it is bounded independently of the interval \([t, 1] \), giving \( I_{\text{max}}^M = [0, 1] \).

**Lemma 7.5.** Let \( g, \mu \) and \( \sigma \) fulfill Assumption 2.1 their first and second derivatives be bounded and \( g' \geq \delta > 0 \). Then the weak derivative \( \bar{\xi} \bar{x}_1 u \) of the decoupling field \( u \) from the FBSDE (1.2) fulfills

\[
\left\| \frac{1}{\bar{\xi} x_1 u} \right\|_{\infty} \leq \frac{1}{g'} + \frac{1}{g'} \left( \frac{\bar{\xi} \mu}{\sigma^2} + 2 \frac{\bar{\xi} \sigma}{\sigma^2} \right) \left( \frac{\bar{\xi} \mu}{\sigma^2} + 2 \frac{\bar{\xi} \sigma}{\sigma^2} \right) + \frac{2}{g'} \left\| \bar{\xi} x_2 u \right\| \left( \frac{\bar{\xi} \sigma}{\sigma} \right)
\]

and in particular \( \bar{\xi} x_1 u \) is bounded away from 0.

**Proof.** By Lemma 7.2 the decoupling field of the FBSDE (1.2) exists on the whole interval \([0, 1]\) and is twice weakly differentiable. In particular \( \bar{\xi} x_1 u \) is continuous (see e.g. Theorem 4.2.17 in [Fro15]), and hence we can apply Lemma 5.1 yielding \( Z^{(0)} = \bar{\xi} x_1 u (r, X^{(1)}, X^{(2)}, X^{(3)}) \) for all \( r \in [0, 1] \). Also using Lemma 5.3 we know that \( u^{(1)} \) is bounded by some constant for every starting time \( t \in I_{\text{max}}^M = [0, 1] \) and every initial value \( x \in \mathbb{R}^3 \).

Now we set \( V_r := \frac{1}{\bar{\xi} x_1 u (r, X^{(1)}, X^{(2)}, X^{(3)})} \) for all \( r \in (t_0, 1] \) where \( t_0 := \inf \{ t \geq 0 \mid \bar{\xi} x_1 u (t, x) = 0 \} \) for at least one \( x \in \mathbb{R}^3 \) with the convention that \( \inf \emptyset = 0 \). We immediately get that \( \frac{1}{V_r} \leq \left\| \bar{\xi} x_1 u \right\|_{\infty} < \infty \) and the dynamics

\[
V_s = \frac{1}{g'(X^{(1)})} - \int_s^1 V_r^3 \left( \frac{2}{V_r} \bar{\xi} x_1 u (r, X^{(1)}, X^{(2)}, X^{(3)}) \right) \mu_x x - 2 \mu x \sigma_x \sigma_x + 2 u^{(2)} \sigma_x \sigma_x \right) \right) \, dr - \int_s^1 Z^{(1)} V_r^2 \, d\bar{W}_r
\]

\[
= \frac{1}{g'(X^{(1)})} - \int_s^1 V_r \left( \frac{2}{V_r} \bar{\xi} x_1 u (r, X^{(1)}, X^{(2)}, X^{(3)}) \right) \mu_x x - 2 \mu x \sigma_x \sigma_x + 2 u^{(2)} \sigma_x \sigma_x \right) \right) \, dr - \int_s^1 Z_r \, d\bar{W}_r,
\]
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where \( u^{(2)} := \partial_{x_2} u \left( r, X_r^{(1)}, X_r^{(2)}, X_r^{(3)} \right) \), \( \tilde{Z}_r := -\frac{Z_r^{(1)}}{V_r} \) and \( \bar{W} \) is defined as in the proof of Lemma 7.2.

Using that \( \frac{1}{V_r} \leq \|\partial_{x_1} u\|_\infty \) we can apply Corollary 2.2 of \cite{Kob00} to obtain

\[
\|V\|_\infty \leq \frac{1}{g_\epsilon} + \|\partial_{x_1} u\|_\infty \left( \left\| \frac{\partial u}{\sigma^2} \right\|_\infty + 2 \left\| \frac{\partial \sigma}{\sigma} \right\|_\infty + 2 \|\partial_{x_2} u\|_\infty + \left\| \frac{\partial u}{\sigma} \right\|_\infty \right) < \infty
\]

because \( \partial_{x_1} u \) and \( \partial_{x_2} u \) are bounded by Theorem 5.4. Since this bound is independent of \( s \) we also get that

\[
\partial_{x_1} u \left( s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)} \right) = \frac{1}{V_s} \geq \frac{1}{\|V\|_\infty} > 0
\]

for all \( s \) where \( V \) is defined. Because, as stated above, \( \partial_{x_1} u \) is continuous, we get that \( t_0 = 0 \) and that hence Equation 7.4 holds true.

**Lemma 7.6.** Let \( g, \mu \) and \( \sigma \) fulfill Assumption 2.7 and their second derivatives be bounded. Then for the problem (7.2) it holds for all \( s \in [0, 1] \) almost surely that

\[
|Z_s^{(1)}| \leq \|\partial_{x_1} u^{(1)}\|_\infty < \infty.
\]

**Proof.** Note that this proof runs on similar lines as the proof of Lemma 5.1.

Remember that Lemma 7.2 yields that for problem (7.2) there exists a unique solution on the whole interval \([0, 1]\) for every initial condition in \( \mathbb{R}^3 \). Observe that with Itô’s formula we get for \( h > 0 \) and \( s, s + h \in [0, 1] \)

\[
\frac{1}{h} \mathbb{E} \left[ Y_{s+h}^{(1)} (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]
= \frac{1}{h} \mathbb{E} \left[ \int_s^{s+h} Y_{r}^{(1)} \, dW_r + \int_s^{s+h} (W_r - W_s) \, dY_r^{(1)} + \int_s^{s+h} 1 \cdot Z_r^{(1)} \, dr \bigg| \mathcal{F}_s \right]
= \frac{1}{h} \mathbb{E} \left[ \int_s^{s+h} Z_r^{(1)} \, dr + \int_s^{s+h} Y_r^{(1)} \, dW_r + \int_s^{s+h} (W_r - W_s) Z_r^{(1)} \, dW_r \right.
+ \int_s^{s+h} \left( W_r - W_s \right) \left( -\frac{(Z_r^{(0)})^2}{\sigma^2} Y_r^{(1)} \left( \mu_{a,r} - 2 \mu_r \frac{\sigma_{a,r}}{\sigma_r} \right) - 2 Y_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r} \right) \, dr
+ \left. \int_s^{s+h} \left( W_r - W_s \right) \left( -\frac{2Z_r^{(0)}}{\sigma^2} \left( Y_r^{(2)} + Y_r^{(3)} \mu_r \right) \right) \, dr \bigg| \mathcal{F}_s \right]
\to Z_s^{(1)} \text{ a.s. as } h \to 0.
\]

On the other hand we get by using the decoupling condition that

\[
Y_{s+h}^{(1)} (W_{s+h} - W_s)
= u^{(1)} \left( s + h, X_s^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) (W_{s+h} - W_s)
= u^{(1)} \left( s + h, X_s^{(1)}, X_s^{(2)}, X_s^{(3)} \right) (W_{s+h} - W_s)
+ \left( u^{(1)} \left( s + h, X_s^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u^{(1)} \left( s + h, X_s^{(1)}, X_s^{(2)}, X_s^{(3)} \right) \right) (W_{s+h} - W_s)
+ \left( u^{(1)} \left( s + h, X_s^{(1)}, X_{s+h}^{(2)}, X_{s+h}^{(3)} \right) - u^{(1)} \left( s + h, X_s^{(1)}, X_s^{(2)}, X_s^{(3)} \right) \right) (W_{s+h} - W_s).
\]

(7.5)
At first let us take a look at the third summand at the right hand side of (7.5). Since \( u^{(1)} \) is Lipschitz continuous in its fourth argument with some constant \( L^{(3)}_{\mu, X} \), and since furthermore
\[
X^{(3)}_{s+h} = X^{(3)}_s + \int_s^{s+h} \frac{Z_r(0)^2}{\sigma_r^2} \, dr
\]
we can estimate
\[
\frac{1}{h} \left| \mathbb{E} \left[ \left( u^{(1)} \left( s + h, X^{(1)}_{s+h}, X^{(2)}_{s+h}, X^{(3)}_{s+h} \right) - u^{(1)} \left( s + h, X^{(1)}_{s+h}, X^{(2)}_{s+h}, X^{(3)}_s \right) \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right] \right|
\leq \frac{1}{h} \mathbb{E} \left[ L^{(1)}_{u^{(1)}, X} \frac{1}{\sigma^2} \left| Z_r(0)^2 \right| \left| W_{s+h} - W_s \right| \bigg| \mathcal{F}_s \right]
\leq \frac{1}{h} L^{(1)}_{u^{(1)}, X} \left\| Z_r(0) \right\|_{\infty}^2 \mathbb{E} \left[ \left| W_{s+h} - W_s \right| \bigg| \mathcal{F}_s \right],
\]
which clearly goes to 0 as \( h \to 0 \) because \( \frac{\mu}{\sigma^2} \) and \( Z(0) \) are bounded by Theorem 5.4. Analogously we get, with \( L^{(1)}_{u^{(1)}, X} \) being the Lipschitz constant of \( u^{(1)} \) in the third argument, that
\[
\frac{1}{h} \left| \mathbb{E} \left[ \left( u^{(1)} \left( s + h, X^{(1)}_{s+h}, X^{(2)}_{s+h}, X^{(3)}_{s+h} \right) - u^{(1)} \left( s + h, X^{(1)}_{s+h}, X^{(2)}_{s+h}, X^{(3)}_s \right) \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right] \right|
\leq \frac{1}{h} L^{(1)}_{u^{(1)}, X} \left\| Z_r(0) \right\|_{\infty}^2 \mathbb{E} \left[ \left| W_{s+h} - W_s \right| \bigg| \mathcal{F}_s \right]
\to 0 \quad \text{a.s.} \quad \text{for} \quad h \to 0.
\]

Now consider the remaining first term on the right hand side of Equation (7.5). Using integration by parts we obtain
\[
\mathbb{E} \left[ u^{(1)} \left( s + h, X^{(1)}_{s+h}, X^{(2)}_{s+h}, X^{(3)}_s \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right]
\leq \int_{\mathbb{R}} u^{(1)} \left( s + h, X^{(1)}_s + z\sqrt{h}, X^{(2)}_s, X^{(3)}_s \right) z\sqrt{h} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}z^2} \, dz
\leq \int_{\mathbb{R}} \nabla_x u^{(1)} \left( s + h, X^{(1)}_s + z\sqrt{h}, X^{(2)}_s, X^{(3)}_s \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}z^2} \, dz.
\]
Since \( \nabla_x u^{(1)} \) is bounded as proved in Lemma 7.2 we have
\[
\left\| \nabla_x u^{(1)} \right\|_{\infty} = \left\| \frac{1}{h} \mathbb{E} \left[ u^{(1)} \left( s + h, X^{(1)}_{s+h}, X^{(2)}_{s+h}, X^{(3)}_s \right) (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right] \right\|_{\infty}
\leq \left\| \nabla_x u^{(1)} \right\|_{\infty}.
\]

Putting the derived estimates together we get
\[
\left\| Z_s^3 \right\| = \lim_{h \to 0} \frac{1}{h} \mathbb{E} \left[ Y^{(1)}_{s+h} (W_{s+h} - W_s) \bigg| \mathcal{F}_s \right] \leq \left\| \nabla_x u^{(1)} \right\|_{\infty}.
\]

By Lemma 7.2 \( \left\| \nabla_x u^{(1)} \right\|_{\infty} < \infty \), which further implies the result. □

**Proposition 7.7.** Let \( g, \mu \) and \( \sigma \) fulfill Assumption 2.1 let their first, second and third derivatives as well as \( \sigma \) and \( \frac{1}{\sigma^2} \) be bounded. Then the requirements of Theorem 7.1 are fulfilled.
Proof. Remember that the derivative \( \partial_x u \) of the decoupling field of FBSDE (1.2) equals \( u^{(1)} \) of the decoupling field of FBSDE (7.2) by Lemma \[7.2\] and which, by Lemma \[7.5\] is bounded from below by a \( \delta > 0 \). Hence, it only remains to show that \( \partial_x u \) which equals \( u^{(1)} \) is Lipschitz continuous. Since we already know that the derivatives w.r.t. the space variables are bounded (by Lemma \[7.2\]), we only need to prove that \( u^{(1)} \) is Lipschitz continuous in the time variable.

Consider FBSDE (7.2) for a starting time \( t \in [0, 1] \) on the interval \([t, 1]\) with initial condition \((X^{(1)}_t, X^{(2)}_t, X^{(3)}_t) = (x^{(1)}, x^{(2)}, x^{(3)}) = x \in \mathbb{R}^3\). Let \( s \in (t, 1] \). Using the triangle inequality several times gives

\[
\left| u^{(1)}(s, x) - u^{(1)}(t, x) \right| \leq \left| u^{(1)}(s, x) - E \left[ u^{(1)} \left( s, X_s^{(1)}, x^{(2)}, x^{(3)} \right) \right] \right| + \left| E \left[ u^{(1)} \left( s, X_s^{(1)}, x^{(2)}, x^{(3)} \right) \right] - E \left[ u^{(1)} \left( s, X_s^{(1)}, X_s^{(2)}, x^{(3)} \right) \right] \right| + \left| E \left[ u^{(1)} \left( s, X_s^{(1)}, X_s^{(2)}, x^{(3)} \right) \right] - E \left[ u^{(1)} \left( t, X_t^{(1)}, X_t^{(2)}, x^{(3)} \right) \right] \right| + \left| E \left[ u^{(1)} \left( t, X_t^{(1)}, X_t^{(2)}, x^{(3)} \right) \right] - u^{(1)}(t, X_t^{(1)}, X_t^{(2)}, x^{(3)}) \right|.
\]

We take a closer look at every summand on the right hand side starting with the first one. By defining

\[
\varphi(z) := u^{(1)}(s, x^{(1)}, x^{(2)}, x^{(3)}) - u^{(1)}(s, x^{(1)} + z, x^{(2)}, x^{(3)})
\]

we see that the first summand equals \( |E[\varphi(W_s - W_t)]| \). Furthermore, \( \varphi(0) = 0 \) and by Lemma \[7.4\] \( \varphi \) is two times weakly differentiable with derivatives bounded by some constant \( L_{\partial_x u^{(1)}} < \infty \). Hence, the inequality \( \int_{\mathbb{R}} \varphi(a \cdot z) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}z^2} \, dz \leq \frac{1}{2} a^2 \| \varphi'' \|_{\infty} \) holds true (see e.g. Lemma 4.3.11 in [Fro15]). Therefore,

\[
\left| u^{(1)}(s, x) - E \left[ u^{(1)} \left( s, X_s^{(1)}, x^{(2)}, x^{(3)} \right) \right] \right| = \left| E \left[ \varphi(W_s - W_t) \right] \right| \leq \frac{(s - t)}{2} \cdot L_{\partial_x u^{(1)}}.
\]

For the second summand we use the Lipschitz constant of \( u^{(1)} \) denoted by \( L_{u^{(1)}} \) to get

\[
\left| E \left[ u^{(1)} \left( s, X_s^{(1)}, x^{(2)}, x^{(3)} \right) \right] - \left( s, X_s^{(1)}, X_s^{(2)}, x^{(3)} \right) \right| \leq L_{u^{(1)}} \left| X_s^{(2)} - x^{(2)} \right|
\]

\[
= L_{u^{(1)}} \left| \int_t^s \frac{(Z_r^{(0)})^2}{\sigma_r^2} \, dr \right|
\]

\[
\leq L_{u^{(1)}} \| u^{(1)} \|_{\infty} \varepsilon^{-2} (s - t)
\]

since \( |Z^{(0)}| \leq \| u^{(1)} \|_{\infty} < \infty \) by Theorem \[5.4\].

The third summand can be estimated similarly by

\[
\left| E \left[ u^{(1)} \left( s, X_s^{(1)}, X_s^{(2)}, x^{(3)} \right) \right] - \left( s, X_s^{(1)}, X_s^{(2)}, x^{(3)} \right) \right| \]

\[
\leq L_{u^{(1)}} \left| \int_t^s \nu_r \frac{(Z_r^{(0)})^2}{\sigma_r^2} \, dr \right|
\]

\[
\leq L_{u^{(1)}} \left\| \frac{\mu}{\sigma^2} \right\|_{\infty} \| u^{(1)} \|_{\infty}^2 (s - t).
\]
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For the last summand we use the decoupling condition and $Y^{(3)} = -1$ to obtain

$$\left| \mathbb{E} \left[ u^{(1)} \left( s, X_s^{(1)}, X_s^{(2)}, X_s^{(3)} \right) - u^{(1)} \left( t, X_t^{(1)}, X_t^{(2)}, X_t^{(3)} \right) \right] \right|$$

$$\leq \left| \mathbb{E} \left[ Y_s^{(1)} - Y_t^{(1)} \right] \right|$$

$$= \left| \mathbb{E} \left[ \int_t^s Y_r^{(1)} \left( \frac{Z_r^{(0)}}{\sigma_r^{(0)}} \right)^2 \left( \frac{\mu_{a,r} - 2\mu_r \frac{\sigma_{a,r}}{\sigma_r} + 2Y_r^{(2)} \frac{\sigma_{a,r}}{\sigma_r}}{\sigma_r^2} \right) - \frac{2Z_r^{(0)}}{\sigma_r^2} \left( Y_r^{(2)} - \mu_r \right) Z_r^{(1)} \, dr \right] \right|$$

$$\leq \left[ \|u^{(1)}\|_\infty^3 \left\| \frac{\partial \mu}{\partial \sigma} \right\|_\infty + 2 \left\| \frac{\partial \sigma}{\partial \sigma} \right\|_\infty + \frac{2}{\varepsilon^2} \|u^{(2)}\|_\infty \left\| \frac{\partial \sigma}{\partial \sigma} \right\|_\infty \right)$$

$$+ 2 \|u^{(1)}\|_\infty \left( \varepsilon^{-2} \|u^{(2)}\|_\infty + \left\| \frac{\mu}{\sigma^2} \right\|_\infty \left\| \frac{\partial u^{(1)}}{\partial X} \right\|_\infty \right) (s-t)$$

where we applied Theorem 5.4 and Lemma 7.6. Thus, the last summand is Lipschitz continuous by Theorem 5.4 and Lemma 7.2 too.

Putting all estimates together we arrive at $|u^{(1)}(s, x) - u^{(1)}(r, x)| \leq L(s-t)$ for some finite constant $L$ which is independent of $s$ and $t$. Hence $u^{(1)}$ is Lipschitz continuous in the time variable.

Observe that Proposition 7.7 and Theorem 7.1 imply Theorem 2.4.

8 Numerics

We now illustrate numerically an example of an embedding using the methodology developed. This is done by numerically approximating the solution of the FBSDE

$$W_s = \int_0^s \frac{\sigma(X_r^{(2)}, Y_r + X_r^{(3)})}{Z_r} \, dB_r X_r^{(2)}$$

$$X_s^{(2)} = \int_0^s \frac{Z_r^2}{\sigma^2(X_r^{(2)}, Y_r + X_r^{(3)})} \, dr$$

$$X_s^{(3)} = \int_0^s \mu(X_r^{(2)}, Y_r + X_r^{(3)}) \, \frac{Z_r^2}{\sigma^2(X_r^{(2)}, Y_r + X_r^{(3)})} \, dr$$

$$Y_s = g(W_1) - X_1^{(3)} - \int_s^1 Z_r \, dW_r.$$

To the best of our knowledge no literature exists able to deal directly with approximations of (8.1) and hence, inspired by known literature, we propose a numerical scheme whose rigorous study is left for future research. FBSDE (8.1) is a fully coupled quadratic growth FBSDE which we deal with as follows: from [DRZ10] we inject the theoretical a priori hard bounds in the coefficients, reducing FBSDE (8.1) to a uniformly Lipschitz fully-coupled one, then apply a decoupling technique based on Picard iterations [BZ08] to reduce the problem to the iterative simulation of uniformly Lipschitz fully-decoupled FBSDE. The final approximation step is carried out using a classic explicit Euler scheme discretization [BZ08] while the approximation of the conditional expectations is done via projection over basis functions [GLW05]. The final outcome is the approximation of the embedding stopping time and the verification that the stopped process does embed the target distribution.

From a mathematical point of view, the only step of the described numerical approximation that cannot be fully justified is the convergence of the Picard iteration step. The results of [BZ08]
do not apply if the diffusion coefficient $\sigma$ depends on $Z$. We stress, however, that for some special cases the algorithm outlined below can be shown to converge, e.g. in the homogeneous case (see Remark 8.5 below).

8.1 The problem, its conditions and the hard bounds

At first we show that FBSDE (8.1) has a unique solution from which we can construct a strong solution of the SEP.

**Proposition 8.1.** Let the assumptions of Theorem 7.1 or Proposition 7.7 be satisfied. Denote by $u$ the decoupling field of FBSDE (1.2). Let $B$ be an arbitrary Brownian motion and denote by $(\mathcal{F}_t^B) = (\mathcal{F}_s^B)_{s\in[0,\infty)}$ the augmented filtration generated by $B$. Then there exist unique square-integrable processes $(W, X^{(2)}, X^{(3)}, Y)$ solving the FBSDE (8.1). Moreover, $\tau := X^{(2)}_1$ is an $(\mathcal{F}_t^B)$-stopping time bounded as in (2.2), $W$ is a Brownian motion on $[0, 1]$ and the pair $(\tau, Y_0)$ is a strong solution of the SEP.

**Proof.** Remember that by Theorem 7.1 the SDE (7.1) has a unique solution $(\gamma, \Gamma, \Delta, \Theta)$. We introduce the time change $\gamma^{-1}(t) = \inf\{r \geq 0 : \gamma(r) \geq t\}$ for $t \in [0, 1]$. Observe that $\gamma^{-1}$ has the dynamics

$$
\gamma^{-1}(t) = \int_0^t \frac{(Z_s)^2}{\sigma^2(\gamma^{-1}(s), \Theta_{\gamma^{-1}(s)} + \Delta_{\gamma^{-1}(s)})} ds.
$$

By setting $Z_s := \partial_x u(s, \Gamma_{\gamma^{-1}(s)}^{-1}(s), \gamma^{-1}(s), \Delta_{\gamma^{-1}(s)})$ for $s \in [0, 1]$, replacing the dynamics of $\gamma$ by the dynamics of $\gamma^{-1}$ and applying the time change $\gamma^{-1}$ to all other processes, we can rewrite the system (7.1) as

$$
\begin{align*}
\gamma^{-1}(t) &= \int_0^t \frac{(Z_s)^2}{\sigma^2(\gamma^{-1}(s), \Theta_{\gamma^{-1}(s)} + \Delta_{\gamma^{-1}(s)})} ds \\
\Gamma_{\gamma^{-1}(t)} &= \int_0^t \frac{\sigma(\gamma^{-1}(s), \Theta_{\gamma^{-1}(s)} + \Delta_{\gamma^{-1}(s)})}{Z_s} dB_{\gamma^{-1}(s)} \\
\Delta_{\gamma^{-1}(t)} &= \int_0^t \frac{\mu(\gamma^{-1}(s), \Theta_{\gamma^{-1}(s)} + \Delta_{\gamma^{-1}(s)})}{\sigma^2(\gamma^{-1}(s), \Theta_{\gamma^{-1}(s)} + \Delta_{\gamma^{-1}(s)})} ds \\
\Theta_{\gamma^{-1}(t)} &= Y_0 + \int_0^t Z_s d\Gamma_{\gamma^{-1}(s)}
\end{align*}
$$

for all $t \in [0, 1]$. Here it is straightforward to see that with $\gamma^{-1}(t) = X^{(2)}_t$, $\Gamma_{\gamma^{-1}(t)} = W_t$, $\Delta_{\gamma^{-1}(t)} = X^{(3)}_t$ and $\Theta_{\gamma^{-1}(t)} = Y_0$ we exactly have the system (8.1). Thus the system (8.1) has a solution $(W, X^{(2)}, X^{(3)}, Y, Z)$ which fulfills that $\tau := X^{(2)}_1 = \gamma^{-1}(1) = \inf\{r \geq 0 : \gamma(r) = 1\}$ is a stopping time with regard to $(\mathcal{F}_t^B)$ bounded as in (2.2) and that $A_{\tau} \sim \nu$.

It remains to show the uniqueness of this solution. Now take an arbitrary square integrable solution $(W, X^{(2)}, X^{(3)}, Y, Z)$ of (8.1). Define the time change

$$
\bar{\gamma}(t) := \begin{cases}
\inf\{s \geq 0 : X^{(2)}_s \geq t\}, & t \leq X^{(2)}_1 \\
1, & t > X^{(2)}_1
\end{cases}
$$

and observe that by

$$
\langle W, W \rangle_t = \int_0^t \frac{\sigma^2(\bar{r} \gamma^{-1}(r) + X^{(3)}_{\bar{r} \gamma^{-1}(r)})}{Z_{\bar{r} \gamma^{-1}(r)}^2} dr = \int_0^t \frac{\sigma^2(\bar{X}^{(2)}_{\bar{r}} + X^{(3)}_r)}{Z_r^2} d\bar{X}^{(2)}_r = \int_0^t 1 dr = t
$$
$W$ is a Brownian motion on $[0, 1]$. Thus the processes $(W, X^{(2)}, X^{(3)}, Y, Z)$ solve FBSDE (1.2) for the initial value 0. Due to Theorem 2.4, Lemma 2.4 and Theorem 5.4 this solution of FBSDE (1.2) is unique.

**Remark 8.2.** If one is only interested in a weak solution, then only FBSDE (1.2) needs to be solved, where $W$ is given, and the Brownian motion $B$ can be calculated afterwards, as described in Theorem 6.1. Aside from simplifying the system that needs to be simulated, this also has the advantage of being valid for more general coefficients $\mu$ and $\sigma$ (compare the assumptions of Theorem 2.2 and Theorem 2.4).

By the combination of Lemma 7.5, Lemma 5.1 and Theorem 5.4 we have for $Z$ the $\lambda \times P$ a.s. bounds $0 < \tilde{Z} \leq Z \leq \hat{Z} < \infty$, which are

$$
\tilde{Z}^2 \leq \frac{Z^2}{\sigma^2(X^{(2)}_s, Y_s + X^{(3)}_s)} \leq \hat{Z}^2 \epsilon^2, \quad \lambda \times P \text{ a.s.}
$$

and in particular

$$
\frac{\tilde{Z}^2}{\sigma^2} \leq \tau = X^{(2)}_1 \leq \frac{\hat{Z}^2}{\epsilon^2} \quad \text{a.s.} \quad (8.2)
$$

**Example 8.3** (Embedding a Normal distribution into a Brownian motion with drift). For $\mu = m \in \mathbb{R}$, $\sigma = 1$ and $\nu = \mathcal{N}(0, \alpha^2)$ for $\alpha > 0$ we know that $\tau = \alpha^2$ and $A_0 = -m \cdot \alpha^2$ solves the SEP. In this case we have that $g(x) = \alpha x$ and the above bounds for $Z$ become the explicit values $\alpha \leq Z \leq \alpha$ and the system (8.1) simplifies to

$$
W_s = \int_0^s \frac{1}{\alpha} dB^{(2)}_t, \quad X^{(2)} = \int_0^s \alpha^2 dr, \quad X^{(3)} = \int_0^s m \cdot \alpha^2 dr, \quad Y_s = \alpha W_1 - X^{(3)}_1 - (B^{(2)}_{X^{(2)}_1} - B^{(2)}_{X^{(2)}_s})
$$

giving that $\tau = X^{(2)}_1 = \alpha^2$ a.s. which equals the above mentioned stopping time. We immediately find the correct value for $A_0$ since

$$
A_0 = Y_0 = \mathbb{E}[Y_1 | F_0] = \mathbb{E}\left[\alpha W_1 - \int_0^1 \alpha^2 dr - B^{(2)}_{X^{(2)}_1} + B^{(2)}_{X^{(2)}_s} | F_0\right] = -m \alpha^2.
$$
Example 8.4. Again let $\nu = \mathcal{N}(0, \alpha^2)$ for $\alpha > 0$. Furthermore, set

$$
\sigma(t, a) = \frac{p_1^\sigma(t)}{1 + e^{-t}} + \frac{p_3^\sigma(t)}{1 + e^{-a}} \quad \text{and} \quad \mu(t, a) = \frac{p_1^\mu(t)}{1 + e^{-t}} + \frac{p_3^\mu(t)}{1 + e^{-a}}
$$

for the vectors $p^\sigma, p^\mu \in \mathbb{R}^3$ containing parameters such that

$$
\varepsilon := p_1^\sigma + \min(0, p_2^\sigma) + \min(0, p_3^\sigma) > 0,
$$

$$
2p_2^\sigma p_3^\sigma p_1^\mu - p_1^\sigma p_3^\mu + \min(0, p_2^\sigma p_3^\mu) + \min(0, 2p_2^\sigma p_3^\mu p_3^\mu - (p_3^\mu)^2 p_2^\mu) > 0
$$

and

$$
\frac{1}{\alpha^2} + \frac{p_1^\mu p_3^\mu - 2p_3^\sigma p_1^\mu + \min(0, p_2^\sigma p_3^\mu - 2p_3^\sigma p_2^\mu) - \max(0, p_3^\mu p_3^\mu)}{2\varepsilon^3} > 0.
$$

Then observe that all conditions of Proposition 7.7 and therefore also of Proposition 8.1 are fulfilled,

$$
\hat{Z} \leq \left( \frac{1}{\alpha^2} + p_1^\mu p_3^\mu - 2p_3^\sigma p_1^\mu + \min(0, p_2^\sigma p_3^\mu - 2p_3^\sigma p_2^\mu) - \max(0, p_3^\mu p_3^\mu) \right)^{-\frac{3}{2}} < \infty
$$

and also $\hat{Z}$ can be directly obtained since

$$
\|\sigma\|_{\infty} = p_1^\sigma + \max(0, p_2^\sigma) + \max(0, p_3^\sigma),
\|\mu\|_{\infty} = \max(p_1^\mu + \max(0, p_2^\mu) + \max(0, p_3^\mu), -p_1^\mu - \min(0, p_2^\mu) - \min(0, p_3^\mu)),
\|\hat{c}_a\sigma\|_{\infty} = |p_3^\sigma|, \quad \|\hat{c}_a\mu\|_{\infty} = |p_3^\mu|, \quad \|\hat{c}_a\mu\|_{\infty} = |p_2^\mu|.
$$

8.2 Iterative procedure

To numerically approximate (8.1) we first embed the hard bounds for $Z$, as found above, in the system, then create a Picard-type approximative sequence converging to (8.1) and numerically approximate the terms of said sequence. Since we have a coupled system of FBSDEs with a truncated quadratic growth component, we combine [IDRZ10] and [BZ08].

Since $X^{(2)}$ is increasing and

$$
X_1^{(2)} \leq \varepsilon^{-2} \left( \frac{1}{\|\gamma\|_{\infty}} + 2 \min \left\{ 0, \inf_{(\theta, x) \in \mathbb{R}_+ \times \mathbb{R}} \left( \frac{\sigma \cdot \hat{c}_a \mu - 2\hat{c}_a \sigma \cdot \mu}{\sigma^3} \right)(\theta, x) \right\} \right)^{-1}
$$

a.s. as stated in Equation (8.2), we only need a trajectory of $B$ until this point.

Furthermore, choose any starting value for $Z$ between the lower and upper bounds $\hat{Z}, \tilde{Z}$ respectively. Here we set the starting value $Z^{(0)} = \|\gamma\|_{\infty}$ since $\hat{Z} \leq \|\gamma\|_{\infty} \leq \|\gamma\|_{\infty} \leq \tilde{Z}$. Moreover, we define a truncation operator to incorporate the hard bounds for $Z$, namely, let $T : \mathbb{R} \to \mathbb{R}$ such that given $\tilde{Z}, \hat{Z}$, we define $T(z) := \min(\max(z, \hat{Z}), \tilde{Z})$. The map $T$ is uniformly Lipschitz.

For the other starting conditions we choose $Y^{(0)} = X^{(2), (0)} = X^{(3), (0)} = 0$. Then we do the
We introduce the time discretization $\pi$.

### Numerical procedure (time discretization)

Let throughout $\max_{i=0,\ldots,n} |t_{i+1} - t_i|$ as the mesh’s modulus. The numerical approximation of the iterative system converges to the solution of (8.1) where one could possibly use a result of the truncated FBSDE system are Lipschitz continuous. It is currently not clear how to show the iterative system converges to the solution of (8.1) where one could possibly use a result similar to [BZ08, Theorem 2.1]; this difficulty stems from the fact that the [BZ08] methodology does not allow for either random drift or diffusion coefficients or $\sigma$ depending on $Z$. Note that in the limit ($k \to \infty$) the truncation does not affect the system as $\hat{Z} \leq Z \leq \check{Z}$.

#### 8.3 Numerical procedure (time discretization)

We introduce the time discretization $\pi = \{0 = t_0, \ldots, t_n = 1\}$ for $n \in \mathbb{N}$ and define $|\pi| := \max_{i=0,\ldots,n} |t_{i+1} - t_i|$ as the mesh’s modulus. The numerical approximation of the iterative system, for each $k \in \mathbb{N}$ follows [BT04] (or [BZ08]). We apply an explicit Euler type approximation to the integrals and let throughout $t_i \in \pi \setminus \{t_0\}$. At first

\[
\begin{align*}
X_{t_0}^{(2),(k+1)} &= 0, \\
X_{t_i}^{(2),(k+1)} &= X_{t_{i-1}}^{(2),(k+1)} + (t_{i+1} - t_i) \left( \frac{T(Z_{t_i}^{(k)} \sigma(X_{t_{i-1}}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)}))}{\sigma^2(X_{t_{i-1}}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)})} \right)^2, \\
X_{t_i}^{(3),(k+1)} &= X_{t_i}^{(3),(k+1)} + (t_{i+1} - t_i) \frac{\mu(X_{t_{i-1}}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)}))}{\sigma^2(X_{t_{i-1}}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)})} \left( \frac{T(Z_{t_i}^{(k)} \sigma(X_{t_{i-1}}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)}))}{\sigma^2(X_{t_{i-1}}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)})} \right)^2, \\
\end{align*}
\]

then

\[
\begin{align*}
W_{t_0}^{(k+1)} &= 0, \\
W_{t_i}^{(k+1)} &= W_{t_i}^{(k+1)} + \frac{\sigma(X_{t_i}^{(2),(k+1)}, Y_{t_i}^{(k)} + X_{t_i}^{(3),(k+1)}))}{T(Z_{t_i}^{(k)})} \left( B_{X_{t_{i+1}}^{(2),(k+1)} - B_{X_{t_{i+1}}^{(2),(k+1)}}) \right) \\
Y_{t_i}^{(k+1)} &= g(W_{t_i}^{(k+1)} - X_{t_i}^{(3),(k+1)}) \\
Y_{t_{i-1}}^{(k+1)} &= \mathbb{E}[Y_{t_i}^{(k+1)} | \mathcal{F}_{t_{i-1}}] \\
Z_{t_{i-1}}^{(k+1)} &= \frac{1}{t_i - t_{i-1}} \mathbb{E}\left[ \left( Y_{t_i}^{(k+1)} - \mathbb{E}[Y_{t_i}^{(k+1)} | \mathcal{F}_{t_{i-1}}] \right) (W_{t_i} - W_{t_{i-1}}) \bigg| \mathcal{F}_{t_{i-1}} \right].
\end{align*}
\]
The time discretization expression for $Z_{t_{i-1}}^{(k+1)}$ is somewhat non-standard when compared with the \cite{BT04} scheme. The inner term with the conditional expectation of $Y_{t_i}^{(k+1)}$ is a variance reduction trick which has been discussed in several places, e.g. \cite[LdRS15, Section 5.4.2]{LdRS15}; independently, the scheme’s convergence (for fixed $k$ as $h \downarrow 0$) follows via \cite[Theorem 3.1]{BT04} yielding a convergence rate of order $h^{1/2}$ (the formulation associated to \cite[BZ08, Theorem 2.2]{BZ08}) would deliver the same convergence). In the calculation of $Z_{t}$ we use that $\frac{1}{h} \int_0^t \sigma(x_{t}^{(2)}(s), Y_{s} + X_{s}^{(3)}) dB_{X_{s}} = \frac{1}{h} \int_t^1 Z_s \, dW_s$ for all $s \in [0, 1]$ and hence for small $h > 0$

\[
Z_t \approx \frac{1}{h} \mathbb{E} \left[ \int_t^{t+h} Z_s \, dW_s \mid \mathcal{F}_t \right] \\
= \frac{1}{h} \mathbb{E} \left[ (Y_{t+h} - Y_t) (W_{t+h} - W_t) - \int_t^{t+h} (Y_t - Y_t - (W_t - W_t) Z_t) \, dW_t \mid \mathcal{F}_t \right] \\
= \frac{1}{h} \mathbb{E} \left[ (Y_{t+h} - W_{t+h} - W_t) \mid \mathcal{F}_t \right] \\
= \frac{1}{h} \mathbb{E} \left[ (Y_{t+h} - \mathbb{E} [Y_{t+h}]) (W_{t+h} - W_t) \mid \mathcal{F}_t \right].
\]

For the calculation of $W$ we implicitly assume that the value of $B$ is known for every $X_{i_t}^{(2),(k)}$ for all $k \geq 0$ and $t_i \in \pi$. This problem is more involved if the trajectory of $B$ is to be calculated at the beginning of the simulation. However, it can be eliminated by calculating the trajectory of $B$ just in time for the points needed by the method of Brownian bridge and storing all thereby obtained points. It is well known that the distribution of a Brownian bridge $B$ at time $t_1$ under the condition of the values of the $B$ at the times $t_0 < t_1$ and $t_2 > t_1$ is

\[
B_{t_1} \mid B_{t_0}, B_{t_2} \sim \mathcal{N} \left( B_{t_0} \cdot \frac{t_2 - t_1}{t_2 - t_0} + B_{t_2} \cdot \frac{t_1 - t_0}{t_2 - t_0}, \frac{(t_2 - t_1)(t_1 - t_0)}{t_2 - t_0} \right),
\]

see e.g. \cite{KS91}. Thus the simulation of $B$ at the exact points of time is straightforward as well. Lastly, the conditional expectations are computed via Least-Squares regression functions as shown in \cite{GLW05}; we project over 3-dimensional polynomials up to degree 2.

After finishing the simulation of the FBSDE we can use the simulated trajectory of $B$ to simulate our process $A$ and apply the stopping time $\tau$ to see if $A_{\tau}$ has the desired distribution.

**Remark 8.5.** For time homogeneous coefficients $\mu$ and $\sigma$ the FBSDE (1.2) simplifies to the decoupled FBSDE

\[
X_{s}^{(2)} = \int_0^s \frac{Z_r^2}{\sigma^2(Y_r)} \, dr, \quad \hat{Y}_s = g(W_1) - \int_s^1 \mu(Y_r) \frac{Z_r^2}{\sigma^2(Y_r)} \, dr - \int_s^1 Z_r \, dW_r.
\]

For this decoupled system one can use the same trick as above and inject in the BSDE the hard bounds on $Z$. Once truncated and using the condition on $\mu, \sigma$, the driver of the BSDE, say $f_R(y, z) = T^2(z)\mu(y)/\sigma^2(y) \mu(y)$ using the notation from before, is a standard uniformly Lipschitz driver in $y, z$ for which it is known \cite{BT04, BZ08, GLW05} that the Euler explicit scheme converges to the true solution. For weak solutions (see Remark 8.2) of the SEP this explicit scheme is equivalent to the scheme we propose here. Hence, we have a special case where the convergence of our scheme is known.

### 8.4 Numerical testing for Example 8.4

For the parameters $\alpha = 1, p^\prime = (2, 0.5, 2)$ and $p^\nu = (1.5, -2.5, 0.5)$ such that $\nu = \mathcal{N}(0, 1)$,

\[
\sigma(t, a) = 2 + \frac{0.5}{1 + e^{-t}} + \frac{2}{1 + e^{-a}} \quad \text{and} \quad \mu(t, a) = 1.5 + \frac{-2.5}{1 + e^{-t}} + \frac{0.5}{1 + e^{-a}}.
\]
we get \( \varepsilon = 2, \quad \|\sigma\|_{\infty} = 4.5, \quad \hat{Z} \leq \sqrt{\frac{8}{5}} \) and \( \hat{Z} \geq 0.111 \) giving \( 6 \times 10^{-4} \leq \tau \leq 0.4 \). A simulation with \( 10^5 \) paths, 20 time steps and 50 iterations yielded values for \( \tau \) in the interval \([0.061: 0.161]\) and the starting value \( Y_0 = -0.042 \).
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**Figure 8.1:** On the left, Histogram of \( 10^5 \) samples of \( A_\tau \) against the density of the \( \mathcal{N}(0, \alpha) \); on the right, the Histogram of the corresponding samples of \( \tau \) and at \( x = 0.0055 \) and \( x = 0.4 \) the a priori hard bounds for the stopping time.

We simulated \( A_\tau \) with initial condition \( A_0 = Y_0 = -0.042 \). In Figure 8.1 one finds the histogram of the simulated values of the \( A_\tau \) (left) and the stopping time \( \tau \) (right). The histogram of \( A_\tau \) indicates that our algorithm generates the sought normal distribution (with the appropriate characteristics). Also, D'Agostino and Pearson's \([DA71, DP73]\) test for normality, applied to the simulated data \( A_\tau \), yielded a \( p \)-value of 0.37. Given such a high \( p \)-value we do not reject the hypothesis of normality at any reasonable significance level.

### A Appendix

**Lemma A.1.** For \( x \in \mathbb{R} \) define \( g(x) := F_{\nu}^{-1}(\Phi(x)) \) for \( F_{\nu} \) and \( \Phi \) being the cumulative distribution functions of \( \nu \) and the standard normal distribution, and additionally define \( \Phi_{0,\sigma}(x) = \Phi\left(\frac{x}{\sigma}\right) \) for any \( \sigma > 0 \). If \( \|g\|_{\infty} < \infty \), then there exist \( K > 0 \) and \( \sigma > 0 \) such that

- for all \( x < -K \) we have \( F_{\nu}(x) \leq \Phi_{0,\sigma}(x) = \Phi\left(\frac{x}{\sigma}\right) \) and
- for all \( x > K \) we have \( F_{\nu}(x) \geq \Phi_{0,\sigma}(x) = \Phi\left(\frac{x}{\sigma}\right) \).

If additionally there exists a constant \( c > 0 \) such that \( 0 < c \leq g' \) then there exist \( K > 0 \) and \( \sigma_1, \sigma_2 > 0 \) such that

- for all \( x > K \) we have \( \Phi_{0,\sigma_1}(x) = \Phi\left(\frac{x}{\sigma_1}\right) \leq F_{\nu}(x) \leq \Phi_{0,\sigma_2}(x) = \Phi\left(\frac{x}{\sigma_2}\right) \) and
- for all \( x < -K \) we have \( \Phi_{0,\sigma_2}(x) = \Phi\left(\frac{x}{\sigma_2}\right) \leq F_{\nu}(x) \leq \Phi_{0,\sigma_1}(x) = \Phi\left(\frac{x}{\sigma_1}\right) \).

**Proof.** Select \( K, \sigma, \varepsilon > 0 \) such that for all \( x > K \) we have \( g\left(\frac{x}{\sigma}\right) \leq x \) and for all \( x < -K \) we have \( g\left(\frac{x}{\sigma}\right) - \varepsilon \geq x \), which is possible since \( 0 \leq g' \leq C < \infty \). Then

- for \( x > K : \quad F_{\nu}(x) = F_{\nu}\left(\frac{x}{\sigma}\right) \geq F_{\nu}\left(g\left(\frac{x}{\sigma}\right)\right) = F_{\nu}\left(F_{\nu}^{-1}\left(\Phi\left(\frac{x}{\sigma}\right)\right)\right) \geq \Phi\left(\frac{x}{\sigma}\right) = \Phi_{0,\sigma}(x) \),
- for \( x < -K : \quad F_{\nu}(x) = F_{\nu}\left(\frac{x}{\sigma}\right) \leq F_{\nu}\left(g\left(\frac{x}{\sigma}\right) - \varepsilon\right) = F_{\nu}\left(F_{\nu}^{-1}\left(\Phi\left(\frac{x}{\sigma}\right)\right) - \varepsilon\right) \leq \Phi\left(\frac{x}{\sigma}\right) = \Phi_{0,\sigma}(x) \).
If additionally \(0 < c \leq g'\) then we can choose \(K_2 > 0\) and some \(\sigma_2 > 0\) such that for all \(x > K_2\) we have \(g\left(\frac{x}{\sigma_2}\right) - \varepsilon \geq x\) and for all \(x < -K_2\) we have \(g\left(\frac{x}{\sigma_2}\right) \leq x\). By an analogous argumentation as above we then obtain the remaining estimates. Setting \(K\) as the maximum of \(K\) from above and \(K_2\) and furthermore \(\sigma_1 := \sigma\) we have proved the statement.
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